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About This Guide

The information in this section is provided to help you navigate this manual and
make better use of its content. A list of related documentation is also included.

Topics:

e Purpose on page 1-1

*  Manual Content on page 1-2

*  What’s New in IxChariot 7.10 SP5 on page 1-3

e Version 7.10 SP5 Compatibility Considerations on page 1-4
*  Related Documentation on page 1-5

o Technical Support on page 1-6

Purpose

This manual provides a complete reference for IxChariot users who need to:
e Set up an IxChariot test network.

* Define IxChariot tests.

* Schedule and execute IxChariot tests.

* Analyze the test results obtained from IxChariot tests.
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About This Guide

Manual Content

Manual Content

This manual contains the following sections:

Name

Description

About This Guide

Provides information on this manual, including
its purpose, content, and related documentation.
Also explains how to contact technical support.

Chapter 2, IxChariot
Operational Overview

Provides a high-level overview of the IxChariot
test architecture and operations.

Chapter 3, Getting Started
with the IxChariot Console
User Interface

Describes the major features and functions of
the IxChariot Console GUI.

Chapter 4, Using Ixia Test
Ports

Provides instructions for setting up Ixia ports for
use in IxChariot tests.

Chapter 5, How To

Provides instructions for using the IxChariot
Console tools and features, including test
definition and execution.

Chapter 6, IxChariot User
Settings

Provides a description of the IxChariot global
user settings. The user settings gives you a
great deal of control over how tests are run and
how results are reported.

Chapter 7, Test Run Options

Provides a description of the run options that
you can set for individual IxChariot tests.

Chapter 8, Large-Scale
Tests in IxChariot

This chapter focuses on the requirements for
creating large-scale tests (tests with as many as
100,000 endpoint pairs).

Chapter 9, Quality of Service
Testing

Provides a detailed description of the
requirements, options, and procedures for
incorporating QoS into your IxChariot testing.

Chapter 10, Concepts

Provides in-depth, conceptual support for
specialized testing situations.

Chapter 11, Understanding
Results

Describes the results generated by IxChariot
tests, provides explanations intended to help
you interpret your results, and includes technical
information about how IxChariot generates
timing measurements.

Chapter 12, Troubleshooting

Describes IxChariot Error messages, and
provides guidelines to help you find the
information necessary to solve problems you
encounter.

Appendix A, IxChariot File
Types

Provides a description of the types of files that
IxChariot and the endpoints use and create.
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What's New in IxChariot 7.10 SP5  F'%

What’s New in IxChariot 7.10
SP5

Ixia is pleased to release a number of new features and feature enhancements in
IxChariot 7.10 SP5. Principal new functionality is summarized as follows:

* IxOS 6.10 GA is now supported
* Android version 3.2 is now supported by our Android endpoint

Refer to the IxChariot 7.10 SP5 Release Notes for information about additional
enhancements and product changes.
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Version 7.10 SP5 Compatibility Considerations

Test files

Script files

Socket buffers

Version 7.10 SP5 Compatibility
Considerations

The tests you used in previous versions of IxChariot are compatible with version
7.10 SP5. You can save test files in version 7.10 SP5/SP4, 7.10 SP3, 7.10 SP1/
7.10 SP2,7.10, 7.0, 6.70, 6.60/6.50 SP2, 6.50, 6.40, 6.30, 6.25/6.20, 6.10, 6.0,
5.40/ 5.20/5.10, 5.0, or 4.3 format.

Scripts you create or modify in IxChariot version 7.10 SP5 may be saved in script
formats from versions 7.10 SP1/7.10 SP2/7.10 SP3/7.10 SP4/7.10 SP5, 7.10/7.0,
6.50/6.60/6.70, 6.40, 6.20/6.25/6.30, 6.0/6.10, 5.10/5.20/5.40, 4.1/4.2/4.3/5.0 of
IxChariot.

If you load a script from an older version of IxChariot, it is automatically
upgraded to the version 7.10 SP1/7.10 SP2/7.10 SP3/7.10 SP4/7.10 SPS5 format.

Refer to What’s New in IxChariot 7.10 SP5 on page 1-3 for a summary of the
new features in this release.

As of IxChariot 7.10 SP1, the value standing for DEFAULT used in setting
socket buffers has changed from 0 to 2147483647. Consequently, the file formats
for IxChariot tests, scripts, application groups, IPTV channels and IPTV receiv-
ers have changed as well. As such, the following IxChariot tests upgrading/
downgrading rules apply starting with this release:

a) Upgrading

If the socket buffer was set to DEFAULT, its value must be updated from 0 to
2147483647,

If the socket buffer was set to 2147483647 (currently the value of DEFAULT),
its value must be updated to 2147483646;

1-4
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Deconfigure Ports
Feature
Compatibility

RUNTST and
FMTTST Programs

About This Guide W& IXI A

Related Documentation / \

b) Downgrading

If the socket buffer was set to DEFAULT, its value must be updated from
2147483647 to 0;

If socket buffer was set to 0, the same value must be maintained (in this case,
0=DEFAULT).

As of IxChariot 7.10 SP3, you can release ownership on Ixia ports when the test
ends using the Deconfigure ports and release ownership after the test ends
option.

When saving IxChariot tests to an older format, this option is removed.

When loading an IxChariot test created using an older version, the option to
deconfigure ports is set to the value configured in the User Settings menu.

Refer to What’s New in IxChariot 7.10 SP5 on page 1-3 for a summary of the
new features in this release.

These command-line programs can read test files produced by all versions begin-
ning with IxChariot 4.3 (versions older than 4.3 are not supported). RUNTST
writes test files in version 6.30 format. However, versions of RUNTST and
FMTTST prior to version 6.40 cannot read test files in version 6.40 format.

Related Documentation

The IxChariot documentation suite includes the following manuals:
o Getting Started with IxChariot

Contains detailed instructions for installing and registering IxChariot. This
guide also provides an overview of the IxChariot user interfaces and includes
simple examples of test setup and execution.

e IxChariot User Guide (this guide)

Contains comprehensive guidance for using IxChariot, including test defini-
tion, test execution, and test results analysis.

e IxChariot Runtime User Guide

Describes the IxChariot features that are included in the IxChariot Runtime
product.

e IxChariot Performance Endpoints

Provides step-by-step guidance for installing and configuring Performance
Endpoints for different operating systems.

e IxChariot Scripts and Streams Library Reference

Provides a detailed description of each of the IxChariot scripts and the Ixia
streams that are provided with IxChariot.

e IxChariot Scripts Development and Editing Guide
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Technical Support

Provides step-by-step guidance for creating and editing IxChariot scripts.
e IxChariot API Reference

Provides information about writing C programs or Tcl scripts to the IxChariot
application programming interface that use and extend the capabilities of
IxChariot.

The IxChariot manuals are provided in hardcopy and PDF format.

IxChariot also provides comprehensive context-sensitive online help.

The following additional manuals are provided for customers who are using Ixia
Test Factory and Discovery Server in their testing:

e Getting Started with Ixia Test Factory

e Ixia Test Factory API Reference

e Getting Started with Ixia Discovery Server

The following additional manuals are provided for customers who are using Ixia
chassis in their testing:

o Stack Manager User Guide

o Stack Manager API Reference

Technical Support

You can obtain technical support for any Ixia product by contacting Ixia Techni-
cal Support by any of the methods mentioned on the inside cover of this manual.
Technical support from Ixia’s corporate headquarters is available Monday
through Friday from 6 a.m. to 6 p.m., Pacific Standard Time (excluding Ameri-
can holidays). Technical support from Ixia’s EMEA and India locations is avail-
able Monday through Friday, 8 a.m. to 5 p.m. local time (excluding local
holidays).

1-6
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IxChariot Operational
Overview

This chapter provides an overview of the IxChariot test architecture. It is
intended to provide test designers and test engineers with an understanding of all
the key elements involved in setting up and executing tests.

Topics in this chapter:

e IxChariot Test Network Overview on page 2-1

e IxChariot Test Process Overview on page 2-5

*  What Is an IxChariot Test? on page 2-7

e Timing Records on page 2-10

IxChariot Test Network Overview

An IxChariot test network requires three essential elements:
* An IxChariot Console:

This is a Windows machine on which you have installed the IxChariot soft-
ware. The IxChariot software provides all the tools needed to define and exe-
cute your tests.

* An Endpoint 1 Computer running Performance Endpoint software:

The Endpoint 1 computer communicates directly with the IxChariot Console
computer and the Endpoint 2 computer. It receives test scripts and data from
the IxChariot Console, coordinates the test actions with the Endpoint 2 com-
puter, executes its test instructions, and returns all the test results to the
IxChariot Console.

* An Endpoint 2 Computer running Performance Endpoint software:

The Endpoint 2 computer typically communicates only with the Endpoint 1
computer. It receives test scripts and data from, and returns the test results to,
the Endpoint 1 computer.
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IxChariot Operational Overview
IxChariot Test Network Overview

Figure 2-1shows the basic IxChariot test network components. This figure shows
a single pair of endpoints. You can, however, define tests with hundreds or thou-
sands of endpoints.

Figure 2-1.  IxChariot Basic Test Process

IxCharot Console

S S

Endpoint 1 Endpaoint 2

IxChariot Network An IxChariot test environment supports two types of traffic:
Topology

* Test setup and results: This is the management traffic transmitted between the
IxChariot Console and the Endpoint 1 computer.

* Application data: This is the test traffic transmitted between the two endpoint
computers during test execution.

If the IxChariot Console and the endpoint computers all reside in a single net-
work, both management and test traffic will travel over the same network, which
creates additional load on the network elements being tested. Therefore, it is
more common for an IxChariot test network to employ two distinct IP networks:

* Management network: The network over which the Console and Endpoint 1
send their traffic.

e Test network: The network over which the Endpoint computers execute the
tests.

A test network topology using two IP networks is illustrated in Figure 2-2.
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IxChariot Test Network Overview ’\

Figure 2-2. Two Network Test Environment

IxChariot Console

Managament natwork
(192.168.25.0 (24)

Test network
(17216.1.0 /124)

S S

Endpoint 1 Endpaint 2
Using Ixia Ports as Rather than using workstations or servers as the endpoint computers in a test, you
Endpoints can use ports on an Ixia chassis as the endpoints. A single endpoint can emulate

one or more computers. Figure 2-3 illustrates a two-network test environment in
which an Ixia chassis provides the endpoints.
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IxChariot Test Network Overview

Figure 2-3. Using Ixia Ports as Endpoints
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Transport Protocols The management network requires a stateful protocol: TCP or SPX. The test net-
Used in an IxChariot work, on the other hand, can use stateful or stateless protocols. This is summa-

Test Network rized in Table 2-1.

Table 2-1.  Transport Protocols Used in IxChariot Tests

Network Transport Protocols

Management TCP, SPX
Test TCP, TCP-IPv6, UDP, UDP-IPv6, RTP, RTP-IPv6, IPX/SPX.
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IxChariot Test Process Overview

IxChariot Test Process Overview

This section presents an overview of the major steps required to setup and exe-
cute an IxChariot test.

Major Steps in The basic process that IxChariot uses to run a test is shown in Figure 2-4 and
Running a Test described as follows:

You create a test on the IxChariot Console.

You initiate execution of the test.

At this point, the Console establishes communications with, and sends the
test setup information to, the Endpoint 1 computer.

The Endpoint 1 computer establishes communications with, and sends test
setup information to, the Endpoint 2 computer.

When Endpoint 2 has acknowledged it is ready, Endpoint 1 replies to the
console. When all endpoint pairs are ready (in Figure 2-4, there is only one
pair), the Console directs them all to start.

The two endpoint computers execute the test.

The Endpoint 1 computer collects the test results (timing records) and
sends them to the IxChariot Console.

Figure 2-4. IxChariot Test Process
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IxChariot Test Process Overview

Stages of a Test
Run

IxChariot Port
Numbers

When you initiate execution of an test, IxChariot works through a staged series of
actions to initialize and execute the test. Table 2-2 describes these stages.

Table 2-2.  Stages of a Test Run

Stage Description

Resolving names The Console is determining the actual network
addresses.

Initializing The Console is contacting each Endpoint 1 and sending
each of them the test script.

Initialized An endpoint pair has finished Initializing and has
reported back to the Console.

n/a The test has either not started or has completed but does
not have enough information to return data.

Running The scripts are running between the endpoints.

Polling The Console is polling the endpoints.

Requested stop The test is over; the Console has sent a request to each
pair to stop.

Stopping Stopping can occur under three conditions:

* An endpoint pair has completed its script, and the
Console is stopping all the remaining pairs.

* The Console user has issued a Stop command
* An error occurred on one of the pairs.

Finished The run has completed.

IxChariot uses a designated management port to transport management traffic
between the console and the endpoints. The management port is one of the fol-
lowing:

e SPX transport: port 10117

e TCP transport: either port 10115 (the default) or a user-selected port. (For
information about designating a management port, refer to Management ports
on page 6-33 and the endpoint.ini information in the IxChariot Performance
Endpoints guide.)

During test initialization, Endpoint 1 randomly picks an available port and trans-
mits the test setup information to the management port on Endpoint 2.

Endpoint 2 then sends an acknowledgment from the management port to the port
from which Endpoint 1 transmitted the setup information.

IxChariot scripts designate the ports that the endpoints use to execute the test.
You can edit the scripts to configure these port addresses. For each endpoint, you
can either set the source and destination ports to specific port numbers or you can
set the ports to the AUTO keyword (AUTO is the default). When set to AUTO,
the endpoints assign the port number automatically. Setting the port numbers to
AUTO gives the best performance and is the preferred choice when testing with
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What Is an IxChariot Test? ’\

multiple pairs. (Refer to the IxChariot Scripts Development and Editing Guide
for detailed information about the Script Editor.)

What Is an IxChariot Test?

You define an IxChariot test using the IxChariot Console. When you save your
definition, IxChariot stores the test in a single file with a .tst file extension. An
IxChariot fest is a compound document that includes the following components:

Layer 3 addresses for all the endpoint computers that will take part in a test.
The test network protocol.

QoS settings (if specified).

The management network address and protocol.

If you are using Ixia ports, the layer 2 addresses for all the endpoint comput-
ers that will take part in a test. This may include MAC addresses, VLAN tags,
VClIs and VPIs.

Identification of the endpoint pair types used in the test (see IxChariot
Endpoint Pair Types on page 2-7).

One or more [xChariot application scripts or stream files (see IxChariot
Scripts and Streams on page 2-8).

Optional payload files.

Test run options, including: how to end a test, how to handle failures, how to
report results, and so forth.

Test results.

IxChariot Endpoint IxChariot provides several types of endpoint pairs, each of which allows you to
Pair Types model specific types of network traffic.

Table 2-3.  Endpoiint Pair Types

Endpoint Pair Type Description

Regular Pair A regular pair emulates a pair of endpoint computers

that are transmitting application data (versus VolIP or
video traffic).

Hardware A hardware performance pair utilizes a pair of Ixia test

Performance Pair ports as endpoints, and uses a stream file to generate
background traffic that is sent from endpoint 1 to
endpoint 2.

Multicast Group Multicast group members are the Endpoint 2

computers designated as receivers of data from
Endpoint 1 in IxChariot tests.

VoIP Pair A VoIP pair emulates a pair of endpoint computers that

are transmitting voice traffic using one of the available
codec types (such as G7.11u).
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IxChariot Scripts
and Streams

Table 2-3.  Endpoiint Pair Types (Continued)

Endpoint Pair Type Description

VolP Hardware A VolIP hardware performance pair utilizes a pair of Ixia

Performance Pair test ports as endpoints, and uses a stream file to
generate background VolP traffic that is sent from
endpoint 1 to endpoint 2.

Video Pair A video pair emulates a pair of endpoint computers
that are streaming video data.

Multicast Video Group Multicast video group members are the Endpoint 2
computers designated as receivers of the video
streams from Endpoint 1 in IxChariot tests.

IPTV Receiver Group  An IPTV receiver group represents an individual
subscriber to one or more IPTV channels. In an
IxChariot test, Endpoint 2 (the subscriber) receives
channel video streams that are multicast from
Endpoint 1. A receiver group includes one test pair for
each channel to which that receiver has subscribed.

An IxChariot tests will use one of two methods to generate network traffic:
e Script-generated traffic, as described in Scripts on page 2-8.

e Stream-generated traffic, as described in Streams on page 2-9.

(Refer to the IxChariot Scripts Development and Editing Guide and the IxChariot
Scripts and Streams Library Reference for detailed information about IxChariot
scripts and Ixia streams.)

Scripts

IxChariot application scripts generate network traffic that emulates traffic pat-
terns typical of a particular type of application. For example, IxChariot provides
several scripts that emulate traffic generated by Lotus Notes. These scripts emu-
late the traffic patters of activities such as performing an indexed database lookup
and retrieving email messages.

There are two categories of scripts:

* Streaming scripts: Streaming scripts emulate the traffic generated by network
applications such as RealAudio and NetShow. In these scripts, Endpoint 1
sends a continuous stream of data to one or more receiving endpoints
(Endpoint 2 computers).

* Non-streaming scripts: Non-streaming scripts emulate the traffic generated
by applications that rely upon a two-way communication between the end-
point computers. For example, a database query application requires a series
of requests and acknowledgements to complete a transaction.

Every IxChariot script contains a set of instructions for each of the endpoints
(Endpoint 1 and Endpoint 2). Figure 2-5 shows an example of the Throughput
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script. The statements on the left apply to Endpoint 1, while those on the right

apply to Endpoint 2.
Figure 2-5. Sample IxChariot Script
-t T T T T T T T T T |
| I I
1| SLEEP "
2| time = nitis_delay [0) " |
3| COMNECT_INITLATE | CONNECT_ACCEPT |
4| pot = sousce_pot (AUTO) 'I port = destination_port (AUT0) [
5 send_buffer = DEFALLT IV end_butfes = DEFAULT I
6! raceive_buffer = DEFALLT IV jacatve_buifes = DEFALILT I
7| Loop Il Loop |
gl counts rurnber_ol_tming_records (100] |1 count = pumber_of_timing_recoeds (100) |
gl START_TIMER 1] I
g 10! Loop Il LooP I
1l counl = lrarsactions_pes_nacoid (1) Il eourd = ransschons_per_isecd [1] I
121 SEWD (I RECEVE |
13 size = file_size: [100000] 1i size = [e_size [100D00) |
14 busles = send_buler_size [DEFALILT) || bulfer = teceive_buler_size [DEFAULT) |
15 type = send_datalype (NOCOMPRESS) | |
18 1ate = send_dala_rabs [UNLIMITED] ) |
17|  CONFIRM_REQUEST || COMFIAM_ACKNOWLEOGE |
18| INCREMENT_TRANSACTION "
19, END_LOOP | END_LOOP |
20, END_TIMER ' |
21 SLEEP I |
22| ime = tansaction_dsiay (0] I [
2! eno_Looe I ENp_LoOR I
21| pISCOMMECT I BISCOMMECT |
= : type = clase_type [Fiessd) 11 type = close_type [Reset] I
I
Lo o o o o o o o .!l._______________!
Endpaint 1 Endpoint 2
Streams

Ixia streams are used only when Ixia chassis ports serve as endpoints in a test (as
shown in Figure 2-3 on page 2-4).

Ixia Streams are supported by most Ixia load modules. The load module uses one
or more field programmable gate arrays (FPGASs) to create layer 2 and layer 3
network test traffic entirely in hardware, allowing tests to saturate network inter-
faces at up to wire speed.

Ixia streams can generate various types of traffic. For example, the “Syn Flood”
stream generates traffic for use in Denial of Service testing.
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Note: Both the port CPU and the FPGAs can generate traffic on an Ixia port.
When both generate traffic at the same time, the Ixia ports do not use round
robin for traffic arbitration. Instead, the Ixia ports use an arbitration method that

always guarantees that the port CPU traffic has higher priority than stream
engine traffic. Based on the burst traffic from the port CPU, the worst-case

scenario for the stream engine is when the port CPU sends 1518-byte frames at

the maximum throughput without receiving any packets, while the stream

engine is trying to send 64 bytes frames at line rate. The bandwidth ratio for port

CPU traffic and stream engine traffic is approximately 80/20.

Timing Records

While a test executes on one or more pair of endpoints, IxChariot collects test
results in the form of timing records. Figure 2-6 shows an example of some of the
timing records collected during a VoIP test.

Figure 2-6. Timing Records Example
€ Timing Records - C:\Program Files'Ixia"IxChariok’ Tests' ¥oipQos.| i |EI|5|
Timing record count: 21
Faw Data | valP & Delay | Lost Diata | Jitter I
Record Elapsed| Measured Inactive| Throughput| Buytes Sent| Bytes Received Bytes Lozt To
Mumber| Time [zec]| Time [zec]| Time [zec) [Mbps] bwE1 by EZ| fromET o E2| Ser
1 24981 2981 nn3z2 12,000 12.000 1]
2 F.930 2999 nn3z 12,000 12,000 ]
3 8.899 2918 0.033 12,000 12,000 1]
4 11.941 3041 nn3z 12,000 12,000 ]
5 14.860 2919 0.033 12,000 12,000 1]
g 17.980 3119 n.o3 12,000 12,000 1]
7 20979 2999 0.032 12,000 12,000 1]
a 23858 2918 0033 12,000 12.000 1]
9 26979 3.081 0.031 12,000 12,000 1] b
1a 29839 218689 n.n34 12,000 12.000 1]
1 32979 3139 0.031 12,000 12,000 1]
12 k) 2568 n0.n3s 12,000 12.000 1]
13 38.858 334 0.0zs 12,000 12,000 ]
14 41 6557 2738 0035 12,000 12.000 1]
| 15 43FR12 2Mma | nnas 12 Nnn 12 00N Nl _ILI
4 »
1] I Eefresh | Show Latest | Help
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Data Contained in Table 2-4 provides a brief summary of the types of data contained in the timing
Timing Records records.

Table 2-4.  Summary of Test Data

Script Type Timing Records Contain:

Streaming * Elapsed, Measured, and Inactive Time values in seconds.
* Response time.
* Number of bytes and datagrams sent, received, and lost.
* Number of datagrams received out-of-order.

» Jitter statistics, delay, and other data specific to VoIP or
video traffic.

Non-Streaming * Number of timing records completed.

* Transaction count.

* Throughput (average, minimum, maximum).
(IxChariot measures the throughput associated with
packet payload, ignoring headers).

* Transaction rate (average, minimum, maximum).

* Response time (average, minimum, maximum).

* Number of bytes sent and received.

* Elapsed Time, Measured Time, and Inactive Time values
in seconds.

e 95% Confidence Interval.
* Measured time.
* Relative Precision.

Hardware Performance Endpoints and VoIP Hardware Performance Endpoints
provide additional real-time statistics, including bytes received and sequence
eITOTS.

Refer to the IxChariot User Guide for a detailed description of the data collected
in timing records.

Timing Record Every non-streaming script contains two loops, as shown in Figure 2-7 on page
Collection 2-12:
e The outer loop controls the number of timing records generated. For example,

the first statement in the outer loop in the script shown in Figure 2-7 contains
this statement:

LOOP
count = number of timing records (100)

For this script, the outer loop will execute 100 times, generating one record
during each pass through the loop.

Specifically, a timing record is written each time the END TIMER statement
is executed. (The END TIMER statement is on row 20 in Figure 2-7.)
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* The inner loop controls the number of iterations for a transaction in a script.
For example, the first statement in the inner loop in the script shown in Figure
2-7 contains this statement:

count = transactions per record (1)

For this script, each timing record will contain data for a single transaction. If
you edit this script to change the transaction count from 1 to 10, you will still
collect 100 timing records, but the volume of data will increase tenfold.

Figure 2-7. Loops in an IxChariot Script.

SLEEP
time = iratiall_clelay (0]
COMNECT_INITIATE CONNECT_ACCEPT
podl = gounce_podt [AUTO) por = destination_poe [ALITO)
snd_budter = DEFALLT sned_budter = DEFALILT
_______ receive buffer sDEFAULT _ _ _ receive buffer= DEFAULT
- LooP LOoF I
U‘ulﬁ;f‘ court = rwambed_of_tierarg_peconds: [100) count = numbed_of_timing,_reconds [100] |
START_TIMER |
Loop v T
Inner count = tansactions_ps_record (1) count = hansactions_pes_record (1]
SEND RECENVE
Loop size = fle_size [100000) size = fie_size [100000]
budfer = send_badfer_sze (DEFALLT) buhes = recerve_bulfer_size (DEFAULT)

typee = gand_datatype [NOCOMPRESS)
rale = gand_data_pate [UNLIMITED)

COMFIRM_REQUEST COMNFIRM_ACKNOWLEDGE
INCREMENT_TRANSACTION
EHD_LOOP END_LDOP
TOTEMDTMER T T T T T T T T T T T I
SLEEP |
tmee = Brangaction_delay [0) |
END_LOOP END_LDOP |
"""" BISCORMECT — — — — — ~ T T hECOMRECY T T T T T T T T T T T
bpe = close_lype [Raset] type = cloge_type [Ressl]

Runninga Testfora  When you configure a test, you determine when the test run will end. Your
Fixed Duration choices are:

e The test will stop when any one pair completes its execution.
e The test will stop only when every pair has completed its execution.

e The test will run for a fixed duration.

In the first two cases, a pair completes its execution after
number_of timing records iterations of the outer loop (see row 8 in Figure 2-7).

In contrast, when you configure a test to run for a fixed duration, every endpoint
pair in the test runs for the amount of time that you specify. In this case, the
scripts ignore the number of timing records value in their outer loop.
Instead, IxChariot runs as many transactions during that time as it can. At the end
of the test period, the endpoints stop and each Endpoint 1 returns its results to the
IxChariot Console.

When a test is set to run for a fixed duration, the run time duration is checked
every time an END_LOOP or END_TIMER command executes. This may cause
the actual run time to slightly exceed the run time that you specified.
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How Long Can a Test Run?

You can set a test to run for any period of time within the minimum and maxi-
mum durations:

*  Minimum test duration: 1 second.

e Maximum test duration: 99 hours, 59 minutes, and 59 seconds.

Although the default setting is 1 minute, Ixia recommends 2 to 5 minutes for
most performance testing. It is important to test for a sufficient length of time to

generate at least 10 timing records. The records represent data samples, and you
will need a sufficient number of samples to ensure test reliability.

For More Information

Refer to the IxChariot Scripts Development and Editing Guide for more informa-
tion about configuring tests to run for a fixed duration.
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Getting Started with the
IxChariot Console User
Interface

This chapter provides an description of the major features and functions of the
IxChariot Console GUIL.

Topics in this chapter:

o Starting the IxChariot Console on page 3-1

o Test Window Overview on page 3-2

o Test Window Menus on page 3-4

* Test Window Status Bar on page 3-14

o Test Window Shortcut Keys on page 3-15

e Toolbar Icons on page 3-16

Starting the IxChariot Console

Related Topics
Using Test Scheduler on page 5-37
Command-Line Programs on page 5-67

You can start the IxChariot Console using the Windows Start menu
(Start > Programs > IxChariot > IxChariot), or by clicking the icon on the
desktop:

When IxChariot Console starts running, it briefly displays a splash screen, then
opens the Test window.
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Test Window Overview

The IxChariot Console Test window lets you build, run, and view the results of a
test. You can add new endpoint pairs, copy or delete existing endpoint pairs, edit
endpoint pairs, or view the statistics and graphs of a test you’ve run. Figure 3-1
shows an example of the Test window.

Figure 3-1. IxChariot Console Test Window

[- [O]X]

File:

Edit Yew FRun Tools ‘Window Help
._ W S| & 3 - W
PR L B o ef e [ B o B Y| Al Ter stR ER EP2 301 502 PG |p_£| 5D XIXIA
e eER =
[ Jitter ] Faw Data Taotals ] Endpaint Configuration ] D' atagram
Test Setup ] Throughput ] Trangaction B ate 1 Responze Time ] [ valP ] L One-wWayp Delay 1 [ LostData
Pair Group Timing Fecords Metwork. | Endpaint 1 Endpoint
Group Mame Run Statuz Completed| Endpoint 1 | Endpoint 2 | Protocol | Service Quality | Service (
E VolP - G711 34
Ma Group Tl 7 0.1 0.1
i - PairB NoGraup  Finished 17127001 127001 RTP
[E unicast-throughput 398
i e Paird NoGraup  Finished 100127001 127001 TCP
i Pair 2 MNoGraup  Finished 99127001 127001 TCP
i Pair 3 NoGraup  Finished 83127001 127001 TCP
i Pair 4 MNoGraup  Finished 100127001 127001 TCP
< | >
Legend
Throughput —Fan 5 - valP - 671
— Pair &= WalP - G71
12;23 i 5 —: Eair'l - unicast-thr
— Pair 2 - unicast-thr
— Pair 3 - unicast-thr
1.2620 1 )
i 0.9620 A
=
=
06620
0.3620
0.0620 ; ; ; .
0:00:00 0:00:10 0:00:20 0:00:30 0:00:40 0:00:52
Elapsed time (h:mm:ss) & >
Each endpoint pair in a test is shown as a row in the Test window. The pairs are
identified by a pair number, shown on the left-hand side of each row. You can
edit a pair by double-clicking it, or by selecting it and using the menus or toolbar
icons. The graph icon indicates that a pair is selected for graphing.
The Test window is partitioned into areas accessible by tabs. The first tab is for
test setup; other tabs let you view the results of a test. You can save a test to a
file, or export it in a variety of file formats.
You can have as many as nine Test windows open at one time. To open a new
Test window, select New from the File menu. To open a test file that was previ-
ously saved to disk, select Open from the File menu, then select the test.
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Floating Menus Right-click to bring up a floating Edit menu when you are pointing to any end-
point pair in a test window. Figure 3-2 shows an example.
Figure 3-2. Floating Menu for Test Pairs
Test Setup l Throughput | Tranzaction Rate ] Responge Time ] [ valP ] L Onew'ay Delay
Pair Group Timing Records Metwork | Endpoi
Group Hame Fiun Status Completed | Endpaint 1 | Endpaint 2 | Pratocal | Service
El VolP - G711 34
Ju i Fair& Mo Gra ool i . .
[T Fai & MolGr Cut e+ In1 RTP
E unicast-throughput Copy Cerl+C
[T} : Fair 1 Mo Grl t t o1 TCR
1] Pair 2 MNoGr  Delete Chr4D 01 TCP
[T} Pair 2 Mo Gri . 01 TCP
] Pair 4 Mo Gn e et 01 TCP
Unmark Selected Items
£ Disable Selected Items
Edit... Chrl+E
Thl’OUghpUt Replicate. .. —=
16769 ——— 1 Swap Endpoint 1 and Endpoint 2 :
1.5820 = | Clone Hardware Performance Pair 3 i
Clone Hardware Performance YoIP Pair —_—
1.2620
Add Pair 4
@ 09620 4 oo
é— Application Group 3
0.EE20 Throughput Units..,
03620 4 | Run Traceroute. ..
00E20 4—mm———
0:00:00 0ag10 i : 0:00:52
Show Tiring Records. ..
Show Endpaint Canfiguration. .. ¢

While in the graph region, right-click to bring up a menu that lets you change
Graph Configuration or Throughput Units. Figure 3-3 shows an example.

Figure 3-3. Floating Menu for Test Graph

Response time

07535

0.7600 Graph Corfiguration. .. k
Throughput Units...

0.7400

Disable Graphing

0.7200
0.7000
06800
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For More Each of the menus in the IxChariot Test window is described in Test Window
Information Menus on page 3-4. The status bar is described in Test Window Status Bar on
page 3-14. The toolbar icons offer shortcuts to commonly-performed operations.
Refer to Toolbar Icons on page 3-16 and Test Window Shortcut Keys on page 3-
15 for more information. The button featuring the Ixia logo is a hyperlink to the
Ixia Web site.
Each Test Window tab is discussed in Understanding Results on page 11-1. The
Test Setup tab is always available; the other tabs are only available when a test
has results. The Throughput, Transaction Rate, Response Time, Lost Data,
and Jitter tabs display a graph of the appropriate results. Some tabs and sub-tabs
may not be shown unless certain protocols are used in testing.
Test Window Menus
All IxChariot Console Test window functions are available through the following
menus:
e The File Menu on page 3-4
o The Edit Menu on page 3-5
* The View Menu on page 3-9
e The Run Menu on page 3-10
*  The Tools Menu on page 3-10
e The Window Menu on page 3-12
e The Help Menu on page 3-13
The File Menu When you save a test, the test setup and results, if any, are stored together in a
binary file. By default, IxChariot uses the file extension . tst for this file. For
each endpoint pair in the test, IxChariot stores the names of the endpoints, their
protocol and service quality, and the full script and script variables used by that
pair. If results are available, IxChariot saves in the binary file all the timing
records associated with the most recent test run.
* New
Opens a new IxChariot Test window.
* Open
Opens another IxChariot Test window.
* Save
Saves a new test or saves a test (.tst) file using its existing filename.
For additional information about saving a test that uses large payload files,
Refer to the IxChariot Scripts Development and Editing Guide.
e Save as
Saves a test (.tst) file with a new name, for the current or an earlier version
of IxChariot. If you specify an earlier version, any features not supported in
that version will be removed or modified for compatibility. The Save As Type
drop-down menu lists the IxChariot versions that you can select. If the test
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only contains pairs whose functions are not supported in the IxChariot ver-
sion in which you are saving the test, you cannot save the test in the specified
level.

Export

Exports test setup details and results to HTML, . TXT, or .CSV file format. If
you’ve entered preferences on the Output tab of the Change User Settings
notebook, these are used.

Print

Prints test setup details and results. If you’ve entered preferences on the Out-
put tab of the Change User Settings notebook, these are used.

Clear Results

Erases the results from a test without affecting the test setup. Only the Test
Setup tab remains in the Test window after you clear results. You might use
this command to save only the setup for a test, without a large set of accom-
panying results that you don’t plan to keep.

Application Group

Imports saved application group files (.iag) into the Test window, and exports
application groups from the Test window to disk. Refer to Creating
Application Group Tests on page 5-35 for information about application
groups.

Exit
Exits the current Test window, leaving any other IxChariot Test windows

open. If a test is running in the window, you are asked if you want to stop it. If
the test hasn’t been saved to a file, you are asked if you want to save it.

The items in the Edit menu let you change the setup for a test. In addition to edit-
ing, deleting, and copying individual endpoint pairs, you can select multiple pairs
or multicast groups and perform these same operations across all of them. You
can also cut and paste pairs among different test windows.

Right-click to bring up a floating Edit menu when you are pointing to any end-
point pair in a test window. Following are brief descriptions of each item in the
Edit menu.

Cut

Removes a selected pair or group of pairs from the Test window and places
them on the Windows clipboard. When selecting multiple pairs, hold down
the Shift key and click the first and last pairs to be cut. The two pairs you
clicked, as well as all pairs in between, are selected. If the Test window con-
tains test results, you are prompted to confirm the cut because a cut operation
clears all test results. You are given the option to cancel or proceed.

Copy

Copies a selected pair or group of pairs from the Test window to the Windows
clipboard. When selecting multiple pairs, hold down the Shift key and click
the first and last pairs to be copied. The two pairs you clicked, as well as all
pairs in between, are selected. Copying does not clear test results.
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Paste

Takes a pair or group of pairs from the Windows clipboard and pastes them
into the Test window. You can only paste IxChariot data into the Test window.
But you can paste data cut or copied from IxChariot into other applications
that accept tab-delimited data, such as spreadsheets and editors.

Before pasting the data into the selected Test window, IxChariot ensures that
the Paste operation does not exceed the licensed number of endpoint pairs. If
this number will be exceeded by the Paste operation, a dialog box alerts you

and the paste operation is aborted.

If the Test window contains test results, you are prompted to confirm the
paste operation because it will clear all test results. You are given the option
to cancel the paste operation or proceed.

Delete

Removes a selected pair or group of pairs from the Test window. To delete
multiple pairs, hold down the Shift key and click the first and last rows to be
removed.

When you attempt to delete a pair, a warning asks, “Are you sure you want to
delete the selected endpoint pair(s)?” You can disable this warning in the
Change User Settings notebook.

Select All

Selects all of the pairs in the Test window. You must select a pair before you
can cut, copy, or mark it.

Deselect All
Deselects all of the highlighted pairs in the Test window.
Mark Selected Items

Specifies a pair or pairs for inclusion in a graph or in a printed report. New
pairs are initially marked when they’re created. This command marks all
pairs and groups that are currently selected in the Test window. A column to
the left of the pairs displays a graph icon to indicate that pairs and groups are
marked.

Unmark Selected Items

Excludes a pair or group from graphs or printed reports. Unmarks all pairs
and groups currently selected in the Test window.

Enable Selected Items

Lets you enable pairs that you had previously disabled via the Disable
Selected Items menu selection. Pairs are enabled by default.

Disable Selected Items

Lets you temporarily disable one or more pairs in a test. IxChariot ignores
any disabled pairs when running a test. Use Enable Selected Items to re-
enable the pairs.

Edit
Lets you modify a highlighted pair, set of pairs, or a multicast group in the

Test window. If you highlighted multiple pairs, the Edit Multiple Endpoint
Pairs dialog box opens so that you can modify the definitions of many pairs
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IxChariot User Guide, Release 7.10



Getting Started with the IxChariot Console User Interface & I XI A
Test Window Menus /\

simultaneously. You cannot edit multiple multicast groups simultaneously,
nor can you edit multiple multicast groups or a combination of multicast pairs
and single pairs.

e IPTV Channels Editor
Launches the IxChariot IPTV Channels Editor.
* Replicate

Lets you duplicate an existing pair, multicast group, or group of pairs. First
highlight the pair(s) to be replicated. You must replicate pairs and multicast
groups separately. In the Replicate Selected Pairs or Replicate a Multicast
Group dialog box, enter the number of replications desired.

e Swap Endpoint 1 and Endpoint 2

Changes the roles of the endpoints in the pair(s). First highlight the pair(s) of
endpoints to be swapped. Swapping is not allowed if any of the selected pairs
has a different pair setup address defined, or if a multicast pair is selected. See
Cloning Hardware Performance Pairs on page 5-25 for more information.

¢ Clone Hardware Performance Pair

Lets you create a hardware performance pair from a non hardware perfor-
mance pair. This uses the addresses from the non hardware performance pair
in the creation of a new hardware performance pair. See Cloning Hardware
Performance Pairs on page 5-25 for more information.

e Clone Hardware Performance VoIP Pair

Lets you create a hardware performance VoIP pair from a non hardware per-
formance pair. This uses the addresses of a non hardware performance pair in
order to create a hardware performance VolIP pair. See Cloning VolP
Hardware Performance Pairs on page 10-43 for more information.

e Select Ixia Network Configuration

Lets you select a previously-defined Ixia Network Configuration for use in a
test.

* New/Edit Ixia Network Configuration

Invokes the Ixia Stack Manager application with which you define a new—or
edit an existing—Ixia Network Configuration. An Ixia Network Configura-
tions encompasses the configuration of Ixia ports, the selection of a protocol
stack, and the possible selection of additional global services (such as DNS or
Impairment). See Using Stack Manager to Configure and Assign Ixia Ports
on page 4-8 for detailed information.

e Clear Ixia Network Configuration

Lets you clear an Ixia Network Configuration that you had previously
selected for use in a test.

* Add Pair
Presents a submenu with the following options:
e Add Pair

Lets you add a pair of endpoints to an IxChariot test. See Adding or
Editing a Multicast Group on page 5-27 for more information.
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Add Multicast Group

Lets you create a group of receivers for an IP Multicast test. See Adding or
Editing a Multicast Group on page 5-27 for more information.

Add Video Multicast Group

Lets you create a group of receivers for a Video Multicast test. See Adding
or Editing a Video Multicast Group on page 10-58.

Add IPTV Receiver Group

Lets you create receivers for an IPTV multicast test. See IPTV Testing on
page 10-66.

Add VoIP Pair

Lets you add a VoIP endpoint pair to an IxChariot test. See Adding or
Editing a VoIP Endpoint Pair on page 10-38 for more information.

Add Video Pair

Lets you add a Video endpoint pair to an IxChariot test. See Adding or
Editing a Video Endpoint Pair on page 10-54.

Add Hardware Performance Pair

Lets you add a hardware performance endpoint pair to an IxChariot test.
See Adding or Editing a Hardware Performance Pair on page 5-23 for
more information.

Add VoIP Hardware Performance Pair

Lets you add a VoIP hardware performance endpoint pair to an IxChariot
test. See Adding or Editing a VolP Hardware Performance Pair on page
10-42.

e Renumber All Pairs

Renumbers all the pairs in the Test window sequentially, beginning with 1.
After you have edited or deleted pairs within a test window, pairs aren’t auto-
matically renumbered.

e Application Group

Presents a submenu with the following options:

Paste Application Group

Delete Application Group

Edit Application Group

Search and Replace Addresses
Add to Application Group
Remove from Application Group

Validate Application Group

Each of the Application Group submenu options is described in detail in the
IxChariot Scripts Development and Editing Guide.
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The View Menu The View menu lets you alter the way information is displayed in the Test and
Comparison windows, set graph display options, display error messages, display
timing records, and display the configuration of an endpoint. Following are brief
descriptions of each item in the Edit menu.

Sort...

Opens the Sort dialog box, where you specify the first, second, and third cri-
teria by which the pairs will be sorted. For each of the three criteria, you can
select ascending or descending order.

Group Sort Order

When you have endpoint pairs organized in groups, this option lets you sort
the groups of pairs in either ascending or descending order.

Group By

The Group By feature lets you organize the tests into groups, based on a
selected criteria (such as grouping by Pair Comment). Once pairs are
grouped, their results appear in these groups when you print or export. By
default, the no-grouping category “All Pairs” is used.

Information

Lets you choose which aspect of a test’s results are graphed and shown in the
Test window. If a test is still being configured, only the Test Setup tab is
available. While a test is running, or after a run, all tabs that contain results
are shown. If the test does not contain RTP pairs, for example, the Jitter tab is
not shown.

Expand All Groups

Lets you view details about all pairs in a test. Test setup and results are dis-
played for all of the pairs.

Collapse All Groups

Decreases the level of detail shown in the Test window; details for individual
endpoint pairs are not shown. Instead, endpoint pairs are subsumed within
groups. With large tests, it is a good idea to collapse groups before you try to
graph their results.

Disable Graphing

Shows test results without graphing them. This option may greatly improve
GUI performance if you are running large tests, which can be tricky to graph.
Automatically selected when you run a test of more than 5,000 endpoint
pairs.

Graph Configuration

Lets you control how test data is graphed. See Graph Configuration on page
11-9 for more information.

Throughput Units

Lets you change the units in which data is displayed. See Throughput Units
Tab on page 6-30 for information about default units.

Show Error Message

Displays any error message associated with the selected pair. See Show Error
Message on page 12-6 for more information.
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The Run Menu

The Tools Menu

Show Warning Message(s)

Displays any warning message associated with the selected pair. See Show
Warning Messages on page 12-8 for more information.

Show Timing Records

For pairs that have results, provides a breakdown of results by timing record.
See Examining Timing Records on page 11-3 for more information.

Show Endpoint Configuration

Provides information about the endpoint computers. See Endpoint
Configuration Details Dialog Box on page 11-17 for more information.

The Run menu lets you run tests and traceroutes and modify the way IxChariot
tests are performed.

Run

Starts a test that you’ve created.

Stop

Stops a running test before it completes.

When you stop a running test, a warning box appears asking, “A test is cur-
rently running. Do you want to stop the test?” Click Yes to stop the test or
click No to resume the running of the test. See Stopping a Running Test on
page 5-31 for more information on stopping a test.

Set Run Options

Sets parameters determining how one test is run. A two-page notebook is
shown, with a Run Options page and a Datagram page. Set run options for all
tests by clicking the Run Options tab in the Change User Settings notebook.
See Test Run Options on page 7-1.

Poll Endpoints Now

Causes the Console to contact each of the Endpoint 1 computers in a test
while a test is running. The endpoints reply, returning the number of timing
records they’ve created so far in this test. Poll Endpoints Now corresponds to
the Poll icon on the toolbar. See Polling the Endpoints on page 6-6 for infor-
mation about why you’d choose to poll during a running test.

The Tools menu provides a set of tools for managing and customizing your
IxChariot test environment. The following items are available in the Tools menu:

Compare Tests

Opens the Comparison window, which lets you compare the results of multi-
ple IxChariot tests. Refer to Comparing Test Results on page 5-43 for detailed
information.

Edit Scripts

Opens the Script Editor, which lets you modify existing scripts or create a
new script. The Script Editor can also be invoked from the Test window, but
if you access the Script Editor this way, your modifications are saved at the
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file level and are available to all new pairs associated with the script. See
Editing Script Variables on page 5-57 for more information.

* Edit Output Templates

Lets you specify printer output for reports ahead of time. See Output
Templates on page 5-65 for more information.

e Edit IPX/SPX Entries

Lets you enter a series of aliases that are stored and used in IxChariot tests
instead of those long IPX network addresses. See IPX/SPX Aliases on page 5-
3 for more information.

e Edit QoS Templates

Lets you run tests with Quality of Service (QoS) settings. IxChariot offers
four options for testing with QoS or prioritized traffic. Refer to Chapter 9,
Quality of Service Testing for detailed information.

*  Run Traceroute

Runs a traceroute between a pair of endpoints in a test. See Running a
Traceroute on page 5-32 for a full discussion.

*  Run Test Scheduler

Launches the IxChariot Test Scheduler, which lets you schedule tests for exe-
cution and set a recurrence pattern for the scheduled tests. Refer to Using Test
Scheduler on page 5-37 for detailed information.

*  Run Test Designer

Opens the IxChariot Visual Test Designer, a tool for creating tests. For more
information, refer to Visual Test Designer on page 5-75.

*  Run Test Factory

Launches the Ixia Test Factory application. Test Factory works with the Ixia
Discovery Server and IxChariot to discover IxChariot endpoints installed
within physical and virtualized datacenters, create sophisticated network per-
formance tests of the infrastructure, and analyze the results of those tests.
Refer to Getting Started with Ixia Test Factory for detailed information.

* View Error Logs

Shows you more information on errors you receive while running tests. Pro-
vides an organized list of errors and information about them. See The Error
Log Viewer on page 12-8 for more information.

*  Options

Selecting Tools > Options provides two selections: User Settings and Dis-
play Fonts. These are described in Changing Global User Settings and
Display Fonts on page 3-12.
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The Window Menu

Changing Global User Settings and Display Fonts

Related Topics
IxChariot User Settings on page 6-1
Datagram Tab on page 6-16

Select Tools > Options > User Settings... to open a tabbed notebook of global
IxChariot settings you can change. IxChariot’s user settings affect the following:

e Default parameters used in all new tests you create or run:
— Endpoint Pair Defaults tab
— VoIP Pair Defaults tab
— HPP Defaults tab
— VoIP HPP Defaults tab
— Video Pair Defaults tab
—IPTV Defaults tab
— Run Options tab
— Datagram tab
— Traceroute tab

e Default units in which test data is recorded and displayed (Throughput Units
tab)

*  Warnings you might see while setting up tests or viewing results (Warnings
tab)

e Directories where IxChariot stores your files (Directories tab)
*  Options for printing or exporting test results (Output tab)

e Ranges into which data is placed when results are reported (Result Ranges
tab)

e Parameters affecting how IxChariot runs tests through firewalls in your net-
work (Firewall Options tab).

e Options for using Ixia ports as endpoints (Ixia Port Configuration tab)

e Options for working with IxChariot application groups (Applications Groups
tab)

Click Help for context-sensitive help about each tabbed notebook page in the
Change User Settings notebook.

Select Tools > Options > Display Fonts... to change the fonts used in the Test
and Comparison windows. The settings you choose here do not affect the Main
window, nor do they change the fonts used in exported or printed test results.

The Window menu presents a list of open IxChariot Test windows, allowing you
to easily navigate among the open windows. It also lists the IxChariot Compari-
son window, if you have opened a comparison.
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You can open as many as nine Test windows simultaneously. Each open Test
window is shown on the Window menu. Click the name of a test to bring the Test
window to the foreground.

The Help Menu The Help menu gives you instant access to the IxChariot online help, provides
access to the Ixia Registration Utility and to the Ixia web site, while also includ-
ing information about your installer version of the product. It includes the follow-
ing menu selections:

e Select Contents and Index to access the [xChariot online help for the
IxChariot Console, Performance Endpoints, IxChariot API, application
scripts, and messages.

e Select Current Window to get descriptive information about the IxChariot
window you are currently viewing.

* Select Shortcut Keys for a list of all shortcut keys and key combinations
available for the current window.

e Select Contact Us to open the Ixia web site in your web browser.

* Select Registration to view the IxChariot release number, the license expira-
tion date, and a list of licensed features.

Click Manage License... to access the Ixia Registration Utility (IRU). A dia-
log similar to Figure 3-4 on page 3-13 is displayed.

Figure 3-4.  Ixia Registration Utility Dialog

ﬁlxia Registration Utility ! = |EI|5|

SKIXIA

Click the Start button below to register an Ixia product license.

" De-register You will need a registration number and password, which should have

been emailed to you. If you have not received a registration number,
please contact the Ixia registration desk at +1.818.871.1800 or
" Manage Licenses registrations@ixiacom.com.

" Update

Help | Start | Exit | Ahout

For detailed information about the IRU, refer to the Ixia License Management
User Guide.

e Click Check for updates at startup to have IxChariot automatically search
for more recent versions of the application as soon as IxChariot starts.

e Click Check for updates... to have IxChariot search for more recent versions
of the application at the precise moment when this option is selected.
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If either of the above two options are selected, the update check will yield one
of the following results:

* a warning, notifying that the update check could not be performed.

In addition, if the version check is performed at startup, the Stop checking
for updates at startup option is available.

* an information window opens, notifying that the installed IxChariot ver-
sion is the latest available

* adialog window opens, notifying that there is a more recent IxChariot ver-
sion available and directing you to the download page

Click About IxChariot for details on the IxChariot version and build level,
and for information about service and support. The About IxChariot dialog
box contains copyright and release information.

Click Support Info in the About IxChariot dialog box for IxChariot technical
support information.

Test Window Status Bar

Related Topics
Understanding the Run Status on page 11-7

The Status Bar, at the bottom of the Test window, shows summary information
about the progress of a test as it moves from initialization to completion. The sta-
tus bar can include up to five fields, depending on the test’s current state.

Status Bar Fields include the following:

The number of pairs used in the current test.

Start status (shown when the test is initializing and running)—gives the over-
all progress of the test. When the test ends, this field displays the start date
and time of the current test;

End status (only shown while the test is running)—indicates the elapsed time
(hr:min:sec). When the test ends, this field shows the ending date and time.

Duration (shown while the test is running)—estimates the time remaining
until the test will complete (hr:min:sec). This field shows no value until
enough timing records are received to calculate an estimate. When the test
ends, this field shows the actual total run time. You might see the estimated
remaining time increase in large increments, if one or more pairs are using
random SLEEP durations.

Completion status (displayed when the test ends)—informs you whether the
test ran to completion, was stopped by the user, or stopped because an error
was detected.

3-14

IxChariot User Guide, Release 7.10



Getting Started with the IxChariot Console User Interface &

Test Window Shortcut Keys F® IXIA

Test Window Shortcut Keys

Related Topics

Shortcut Keys for the Test Designer on page 5-89
Shortcut Keys for the Comparison Window on page 5-47

You can use the following keys and key combinations in any IxChariot test win-
dow instead of using the mouse. In addition to these keys, the Alt key can be
used in combination with any underscored letter to invoke a menu function. The
menu function must be visible and not shown in gray. For example, clicking
Alt+F shows the File menu.

Table 3-1.  Shortcut Keys for the Test Window

Key or Key
Combination

Command Invoked

F1

Get help for the IxChariot Test window.

F2

See an index of all the available IxChariot help topics.

F5

Poll the endpoints during a running test.

F9

Show the keys and key combinations available in a
window.

F11

Open the About IxChariot dialog box, which shows your
version and build level, and gives you product support
information.

Ctrl+A

Select all the pairs in a test.

Ctri+C

Copy the test setup for one or more pairs to the clipboard.

Ctrl+D

Delete the selected pairs. .

CtrlI+E

Edit the highlighted endpoint pair(s).

Ctri+G

Add a new multicast group.

Ctrl+

Add a Video pair.

Ctrl+J

Add a new VolP Hardware Performance Pair.

Ctrl+N

Open a new test window.

Ctrl+O

Open a test previously saved to disk.

Ctrl+P

Add a new endpoint pair to a test. If you are working with
a test that already has results, IxChariot asks whether you
want to discard your existing results.

Ctri+R

Run this test. Only one test can be run at a time, to avoid
conflicting performance data.

Ctrl+S

Save this test setup and its results to an IxChariot test file.

Ctri+T

Stop a running test.
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Table 3-1.  Shortcut Keys for the Test Window (Continued)

Key or Key Command Invoked (Continued)
Combination

Ctrl+V Paste the test setup for one or more pairs from the
Windows clipboard.

Ctrl+W Add a VolP pair.

Ctrl+X Cut the test setup for one or more pairs and place it on the
Windows clipboard.

Alt+F4 Close any window or dialog box. Has the same effect as
clicking the Esc key or clicking Cancel with the mouse.

Toolbar Icons

The icons on the toolbar in IxChariot’s Test window, where you’ll perform most
test configuration, correspond to the most commonly performed tasks. Each task
is also represented in one of the Test window’s menus.

Table 3-2 lists the buttons that you use when creating, managing, and running
tests.

Table 3-2.  Toolbar Buttons for Creating and Running Tests

Icon Tasks for Creating and Running Tests

Create a new test.

Open a test.

_j

0‘? Run a test.
; Stop the test that is currently running.
; Poll the endpoints during a running test.
; Delete a pair from a test.

: Add an endpoint pair to a test.

] Add a VolP pair to a test.

; Add a Video pair to a test.

|
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Table 3-2.  Toolbar Buttons for Creating and Running Tests (Continued)

Icon Tasks for Creating and Running Tests
5 Add a multicast group to a test.
oy
Add a Video multicast group to a test.
=1

Add IPTV receiver group to a test.

Edit a pair.

Start the IPTV Channels Editor.

B [N |8

Replicate a pair.

Renumber pairs.

Select an Ixia Network Configuration.

Create a new Ixia Network Configuration.

Clear an Ixia Network Configuration.

Add a Hardware Performance pair to a test.

Add a VolP Hardware Performance pair to a test.

i (o | e |18 [ | = |

Table 3-3 lists the toolbar buttons that you use to adjust the display of the test
results in the Test window.

Table 3-3.  Toolbar Buttons for Viewing Endpoint Pairs

Icon Viewing Endpoint Pairs

ﬁ{j Swap Endpoint 1 and Endpoint 2.
No grouping (default).

T grouping ( )
Group by network protocol.

TCP by P
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Table 3-3.

Toolbar Buttons for Viewing Endpoint Pairs (Continued)

Icon

Viewing Endpoint Pairs

SCR

Group by script filename.

EF1

Group by Endpoint 1 address.

EFPZ2

Group by Endpoint 2 address.

501

Group by Service Quality for Endpoint 1.

uy,

Group by Service Quality for Endpoint 2.

FG

Group by pair group name.

Group by pair comment.

Expand all groups.

= ]

Collapse all groups.

A separate set of icons is provided for working with application groups; these are
listed in Table 3-4. (Refer to Creating Application Group Tests on page 5-35 and
the IxChariot Scripts Development and Editing Guide for detailed information
about application groups.)

Table 3-4.

Application group icons

Icon

Application Group Task

Edit application group.

Search and replace addresses in an application group.

Validate an application group.

Add a pair to an application group.

Remove a pair from an application group.

Paste application group.
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The toolbar buttons listed in Table 3-5 represent standard Windows tasks:

Table 3-5. Standard Windows task icons

Icon Windows Tasks

H Save a test file.

Print the results of a test run.

]

Cut a pair or group of pairs from the Test window.

Copy a pair or group of pairs to the Windows clipboard.

2| |*

Paste a pair from the Windows clipboard into another
IxChariot Test window.

Access online help for the Test window.

Access the Ixia web site.

X @ | |E
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Using Ixia Test Ports

Ixia provides Performance Endpoint software for several operating systems,
including the Linux operating system that runs on Ixia load module ports. The
Ixia load module Performance Endpoint allows you to use Ixia ports in much the
same manner as other Performance Endpoints. This chapter provides instructions
for setting up Ixia ports for use in IxChariot tests. It is organized into the follow-
ing topics:

*  Requirements for Using Ixia Ports in IxChariot Tests on page 4-1

e Theory of Operation on page 4-5

e Using Stack Manager to Configure and Assign Ixia Ports on page 4-8
e Using Stack Manager to Configure VLANs on page 4-20

Requirements for Using Ixia
Ports in IxChariot Tests

The following topics describe the requirements for using Ixia ports in IxChariot
tests:

e Ixia Chassis Software Requirements on page 4-2
*  Ixia Chassis Chain Requirements on page 4-2

o Ixia Load Modules Supported on page 4-2

* [Ixia Port Access Restriction on page 4-4

o Stack Manager on page 4-4
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Ixia Chassis IxChariot requires an Ixia 400T, 1600T, 250, or Optixia chassis configured with

Software the following software components:

Requirements * IxOS software version 4.10 SPS or later. Refer to the IxChariot Release Notes
to determine which IxOS versions are supported by your version of IxChar-
iot.

Refer to the “IxOS Support” topic in the Aptixia Stack Manager User Guide
for a list of the Stack Manager features supported in each version of IxOS.

e The Tcl Server component of IxOS. IxChariot 6.10 and higher requires
TclServer version 8.4 or higher.

Ixia Chassis Chain Each port on an Ixia chassis has a base management address defined as 10.0.x.x,

Requirements where 10.0.0.0 /16 is the chassis base IP address and x.x designates the module
and port on the chassis. For example, 10.0.1.1 is the management address for the
first port on the first module on a chassis. This is the case for every chassis.

If you are using multiple chassis in a test, you need to ensure that each chassis
has a unique base IP address. Otherwise, your tests will fail because you will
have duplicate IP addresses within the set of chassis that you are using.

There are two ways that you can ensure that each port that you are using in a test
has a unique management address:

e Use the Endpoint 2 address as the management address, or

* Assign a unique base IP address to each chassis that you are using. (If you
change the base address for one or more chassis, you will also need to set up
routes such that the chassis can communicate with one another.)

Instructions for changing the base IP address on a chassis are provided in the
Stack Manager User Guide. (You can also use IxExplorer to change the base IP
address. For instructions, refer to the IxRemotelp topic in the IxExplorer User

Guide.)
Ixia Load Modules To use Ixia load module ports in your IxChariot tests, you need one or more of
Supported the following Ixia load modules:!

Table 4-1.  Ixia Load Modules Supported by IxChariot

Load Module Description

ALM1000T8 8-port 10/100/1000 Mbps Ethernet.

ASM1000XMV12X-01 10 Gigabit aggregation module, Non-Aggregate
Mode.

CPM1000T8 8-port 10/100/1000 Mbps Ethernet content

processing module.

1. Note the following measured limits on the number of pairs supported by these
load modules: 500 for the LM1000TXS4 and ALM1000T-8 and 200 for the
LMI1000TXSS.
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Table 4-1.  Ixia Load Modules Supported by IxChariot (Continued)

Load Module

Description

ELM1000ST2

LM1000SFPS4 and
LM1000SFPS4-256

LM1000STX4 and
LM1000STX4-256

LM1000STXS2

LM1000STXS4 and
LM1000STXS4-256

LM1000TXS1
LM1000TXS4
LM100TXS2
LM100TXS8
LM10GE700F1B-P

LM622MR and
LM622MR-512

LSM1000XMS12

LSM1000XMV12
LSM1000XMV16
LSM1000XMV4
LSM1000XMV8

LSM10G1-01
LSM10GXL6
LSM10GXM2XP

LSM10GXM3

LSM10GXM4
LSM10GXM4XP

LSM10GXM8XP

MSM10G1

2-port 10/100/1000 Mbps Copper/Fiber Ethernet
IPSec Encryption Load Module.

4-port 1000 Mbps Ethernet.

4-port 10/100/1000 Mbps Ethernet with dual
copper/fiber interfaces.

2-port 10/100/1000 Mbps Ethernet with dual
copper/fiber interfaces.

4-port 10/100/1000 Mbps Ethernet with dual
copper/fiber interfaces.

Built-in test port in the Ixia 250 chassis.
4-port 10/100/1000 Mbps Ethernet.
2-port 10/100 Mbps Ethernet.

8-port 10/100 Mbps Ethernet.

10 Gigabit Ethernet port with Xenpak interface and
advanced processor.

2-port ATM load module.

12-Port Dual-PHY (RJ45 and SFP) 10/100/1000
Mbps Ethernet Load Module for Optixia XM12.

12-port 10/100/1000 dual-phy load module.
16-port 10/100/1000 dual-phy load module.
4-port 10/100/1000 dual-phy for XM form factor.

8-Port Dual-PHY (RJ45 and SFP) 10/100/1000
Mbps load module.

10 Gigabit Ethernet LAN Service Module.
10 Gigabit 6-port load module for XL10 chassis.

10 Gigabit 2-port IxYukon, XFP interface, Extra
Performance (XP), load module.

3-port 10 Gigabit Ethernet XFP LAN Services
Module for Optixia XM12.

10 GE Load Module, 4-Port LAN/WAN module.

4-port IxYukon, XFP interface, Extra Performance
(XP), load module.

8-port IxYukon, XFP interface, Extra Performance
(XP), load module.

10 Gigabit Universal Multi-Services Module.
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Ixia Port Access
Restriction

Stack Manager

TCP Ports 6809 and
2809

Limitations on NAT

Table 4-1.  Ixia Load Modules Supported by IxChariot (Continued)
Load Module Description
MSM2.5G1-01 2.5 Gigabit Universal Multi-Services Module.
OLM1000STX24 24-port 10/100/1000 Mbps Ethernet with dual
copper/fiber interfaces for use with Optixia
chassis.
OLM1000STXS24 24-port 10/100/1000 Mbps Ethernet with dual

copper/fiber interfaces for use with Optixia
chassis.

For all load modules, refer to the Ixia Hardware Guide for full load module
specifications.

When an IxChariot test is using an Ixia port, it is recommended that you do not
access that same port through any other Ixia application, such as IxExplorer.

If you use IxExplorer or a Tcl script to reset the hardware timestamps or change
the mode on a port, IxOS resets the hardware clock on that port. Any IxChariot
test using the clock or hardware timestamps may experience errors and will either
fail or will yield invalid results. Refer to Run Options Tab on page 7-2 for
information about clock synchronization and Ixia hardware timestamp run
options.

IxChariot 6.10 (and higher) includes Stack Manager as an integrated tool for
configuring Ixia ports for use in IxChariot tests. The examples in this chapter
show the basic Stack Manager operations.

Stack Manager is supported by IxOS 4.0 and higher. However, not all versions of
IxOS support every feature in Stack Manager. Refer to the “IxOS Support” topic
in the Aptixia Stack Manager User Guide for a list of the features supported in
each version of IxOS.

Note that Stack Manager is backward compatible with IxApplifier files (. its
files), version 1.30 and up.

When using Ixia ports in IxChariot tests, you need to bidirectionally open TCP
ports 6809 and 2809. Stack Manager uses port 6809 for console-to-chassis
communications and port 2809 for chassis-to-console communications.

When using Ixia ports in IxChariot tests, the following limitations on the use of

Usage Network Address Translation (NAT) are in effect:
¢ You cannot use NAT between the console and the chassis.
e You cannot use a dual-PAT network for IxChariot tests. This is a network in
which PAT is used on each side.
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Theory of Operation

Ixia load module ports may be used in three modes, either individually or simul-

taneously:1
*  Performance Endpoint—In the same manner as any other endpoint.

* Hardware Performance Pair—As a background traffic generator. In addition
to normal endpoint parameters, a Hardware Performance Pair uses an addi-
tional file to specify the content of background traffic to be sent from end-
point 1 to endpoint 2. Throughput and latency may be measured for the pair.

*  VoIP Hardware Performance Pair—As a background VoIP traffic generator.
Throughput and latency may be measured for the pair.

Regardless of their use as Performance Endpoints and/or Hardware Performance
Pairs, Ixia ports are connected to the test network in the same manner - as dis-
cussed here.

1. When using LM100TXSS8 cards in both modes, it is necessary to take some
precautions. Refer to “Configuring Filters” in the Stack Manager User Guide.
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Ports

One possible test model with Ixia Performance Endpoints is illustrated in Figure
4-1.

Figure 4-1. IxChariot Test Model - Using One Network

IXIA 1600T chassis
- IxOS SW ’
- Ixia Performance Endpoint SW

IxChariot Management Station
- IxChariot Console SW
- Stack Manager

LM1000TXS4
card in Slot 1

Test Network

N

Test Endpoints

In this model, Ixia ports in an Ixia chassis substitute for the test systems. The
components in this model are:

IXIA chassis—holds the Ixia load modules and must be loaded with appropri-
ate software. Although only one chassis is shown, multiple Ixia chassis may
be used; their sync out/sync in cables must be daisy chained.

¢ IxOS software.

* IxChariot Ixia Performance Endpoint Software—this is a set of IxChariot
endpoint software specifically compiled and packaged to execute on the
processors embedded on the Ixia load modules.

Ixia Load Module—one of the set of applicable Ixia load modules installed in
the Ixia chassis. The list of applicable load modules is listed at the beginning
of this chapter.

IxChariot Management Station—a Windows-based PC which hosts:
* IxChariot Console Software.

» Stack Manager — An integrated tool that sets up IP addresses and other
configuration options on the Ixia ports and downloads the IxChariot Ixia
Performance Endpoint Software to the Ixia ports.

4-6
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e Test Network—a single network that is used to connect the management sta-
tion, chassis and test ports. Note that the chassis has a network interface of its
own, separate from the test interfaces. The test network, of course, contains
the network equipment that is the object of the test.

Although the one network model is simple, it is not the recommended approach
for IxChariot testing. When a single network is used, both management and test
traffic travel over the same network, providing additional load to the network
elements being tested. The preferred method uses two networks and serves to
isolate test traffic from all other traffic. Figure 4-2 illustrates a two network
configuration.

Figure 4-2. IxChariot test Model - Using Two Networks

IxChariot Management Station

- IxChariot Console SW
- Stack Manager
= LM1000TXS4
192.168.254 card in Slot 1
Ixia 1600T chassis
- IxOS SW

4(

192.168.25.6

Management Network &

Setting up Ixia Ports

- Ixia Performance Endpoint SW

. 198.16.0.100 Test Network

198.17.0.100

Test Endpoints

—» Test Network

This configuration logically divides the management network from the test net-
work. The management network includes the IxChariot Management Station,
Ixia chassis and the management addresses associated with the ports (10.0.1.1-
10.0.1.4 in the figure. The test network contains the network components which
are part of the test network (198.*.* * in the figure).

Note: Best test results will be obtained when the test network is devoid of all
other network traffic.

Ixia ports are general purpose Linux computers, with additional capabilities
related to efficient network testing.

You will use Stack Manager to set up one or more interfaces on the ports with a
number of standard networking characteristics, including:
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e P Address.

* MAC Address (stand-alone PCs have a hardware configured MAC
address, whereas Ixia ports have a programmed value).

e Routing table, including a default gateway.
° VLAN.
* DNS.

In addition, Ixia ports allow filters to be applied to incoming network traffic to
ignore irrelevant traffic that would affect test-specific operation.

You configure these parameters using Stack Manager. The normal flow of
control is shown in Figure 4-3.

Figure 4-3. Flow of Control

Setup Ixia port
@‘—’ Stack Manager ™ interfaces

Save/use
configuration files Manual or
automatic
Y
IxChariot

Stack Manager configurations may be saved for later re-use.

Planning

Using Stack Manager to
Configure and Assign Ixia Ports

IP network addresses must be assigned to the various components in the system.

Refer to the figures in Theory of Operation for a description of alternate network-
ing topologies. In some cases, existing addresses may need to be changed to con-
form to IxChariot rules.

The following networks must not overlap:

e The test network, including the test endpoint addresses.

e The networks between the Ixia chassis and management station.

e The networks corresponding to all the chassis base addresses. Remember that

these are /16 networks.

If you are using Ixia ports in your testing, you can use the procedures presented
in this section to set up and execute a basic test.

4-8
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For More Information

For detailed information about Stack Manager, refer to the following manuals:
o Stack Manager User Guide
o Stack Manager API Reference

This section describes the basic steps required to configure and assign Ixia ports
for an IxChariot test:

e Start Stack Manager on page 4-9

e Configure Layer 1 and 2 Parameters on page 4-10

*  Configure IP Addresses on page 4-11

*  Continue to Build the Stack on page 4-14

*  Assign Ixia Ports to Port Groups on page 4-15

*  Completing the Stack Manager Session on page 4-16
o Selecting the Ixia Ports for a Test on page 4-17

o Setting the Management Addresses on page 4-18

Step 1: Start Stack
Manager

Stack Manager is fully integrated with the IxChariot Console. IxChariot starts
Stack Manager when you make one of the Ixia Network Configuration selections
from the menu or toolbar. An Ixia Network Configuration comprises all the
configuration parameters for one or more Ixia port groups.

To start Stack Manager from the IxChariot Console:

1. Start IxChariot if it is not already running.

2. Select New from the IxChariot File menu.

IxChariot opens a new Test window.

3. Click the New Ixia Configuration button (or select New Ixia Network Con-
figuration from the Edit menu):

|

IxChariot opens the Stack Manager window (Figure 4-4).
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Figure 4-4. Stack Manager Window

Aptixia Stack Manager

File Edit Wiew Network|

Elﬁ SewerNetwork
E|. Ethernet

“-Zp Filter

J Assign Port(s) Ok Cancel Help

~=1ol x|

Step 2: Configure
Layer 1 and 2
Parameters

IxChariot automatically creates two port groups: Client Network and Server
Network. You can use these two port groups, rename them, or delete them. You
can also create additional port groups. The following steps assume that you are
using the two default port groups. The procedures for configuring each are the
same.

For each port group, you will select the desired Hardware Type and enter the
desired parameters for that type. The examples described in this section assume
that Ethernet is used at layers 1 and 2.

1. To access the Ethernet properties:
a: First select the port group (Client Network or Server Network).

b: Then select the Ethernet module in the stack diagram (or in the navigation
tree.

Stack Manager displays the available tabs and parameters for the selected
hardware type, as shown in Figure 4-5.
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Figure 4-5. Stack Manager - Ethernet Basic Parameters

Aptixia Stack Manager

Hardwiare Type | Ethernet j &dd Pratocal v| add Global v|
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|. Ethernet I—%& P J
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Step 3: Configure
IP Addresses

2. Either accept the default Range Name, MAC address, and Increment value, or
modify them.

This is the specification for the first MAC address that will be associated with
the first interface in the port group. Additional MAC addresses will be
formed by adding the Increment By field to this value for each new interface.

Refer to Stack Manager User Guide for detailed information about the Ether-
net Advanced parameters.

3. Ifyou need to configure VLANS on your port groups, refer to Using Stack
Manager to Configure VLANs on page 4-20 for detailed instructions.

IP addresses must be set for each port group. Therefore, you must include either
an IP component or a PPPoX component in your protocol stack. You can assign
multiple IP address ranges for each port group. Stack Manager supports both
static and dynamic IP address allocation, as described in Configuring Static IP
Addresses on page 4-12 and Configuring Dynamic IP Addresses on page 4-13.
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Configuring Static IP Addresses

To configure static IP addresses for the port groups:

1. First select the port group and then select the IP module in the figure (or select
it in the navigation tree).

Stack Manager displays the window for configuring IP addresses for this port

group, as shown in Figure 4-6. IxChariot provides a default IP address range,
using address 172.16.1.1 /16.

Figure 4-6. Default IP Values

Aptixia Stack Manager ) o ] 4|
Eile Edit Yiew Metwork|

Hardware Type | Ethernet j Add Protocol v| Add Slobal v|

I. Ethernet H%?. P |

Globals

Enabled | P25 | peopocql Address Mask | IMEPEMEN | o np Gateway M55

st v Allocation

N o -

» 5 16 0.0.0.1 1 0.0.0.0 1460 static

| =l |

J Assign Pork(s) Ok Cancel Help |

2. Either accept the values in the default IP range, or modify them to suite your
needs.

3. To add additional IP interfaces for the selected port group:
a: Click the Append button:

]
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SIXIA

Stack Manager creates a new IP interface item, using default values. The
default values are shown in Figure 4-6.

Figure 4-7. Adding IP Interfaces
Enabled RNange Pratocal Address Mask ImE = Count | Gakeway | M55 Allocatio | - VLAN WAE ) Alimey
arne: nt n R.ange Range erate
ip-1 Ped  |172.16.1.1 16/0,0.0.1 1[0.0.0,0 1460 static | vLAN- O
» P00, IPvd  172.17.0.2 16 0.0.0.1 1 172.17... 1460 static  WLAN-...
+| =] | i
b: Either accept the default values or modify them as desired.
c: Repeat steps a and b for each for each additional IP interface that you will
use in your test.
Configuring Dynamic IP Addresses
When using dynamic IP address allocation, you have the option of specifying the
DHCEP server to use. If you do not specify a DHCP server IP address, Stack
Manager uses the services of the first DHCP server that responds to the DHCP
Discover message.
1. Select the IP address range for which you require dynamic address allocation.
2. Set the Allocation parameter to dhcp.
3. Click the Show Nested Table button. (This is small button located on the left
side of the Range Name column.)
Stack Manager opens the nested table, as shown in Figure 4-8.
4. Select the DHCP tab on the nested table.
Figure 4-8. Setting the DHCP Server IP Address
Enabled ijange Protocol Address Mask, U 2T Count | Gateway | M35 Allocation et MEAC | fling
Elnl=s nt Range Range erat
ip-1 Pvd  |172.16.1.1 16/0.0.0.1 1[0,0,0,0 1460 static VLAN- O
P O [ip-to0.. [Pvd  [17217.0.2 16/0.0.0.1 t[172.17...[  1#60[dhep . [VLAN-.., O
VLAN | DHCP i
2| DHCP Server IP... Time Ok {sec) |
Fiod 1.0.0.0) Permanent 10
IxChariot User Guide, Release 7.10 4-13



Using Ixia Test Ports

Using Stack Manager to Configure and Assign Ixia Ports

Step 4: Continue to
Build the Stack

5. Either accept the default DHCP parameters, or modify them to suit your test
requirements.

Refer to Stack Manager User Guide for detailed information about the DHCP
parameters.

Removing IP Interfaces from a Port Group

To remove an IP interface from a port group:
1. First select the port group and then select the IP module.
2. Select the IP interface from the table.
3. Click the Delete button:
B

Stack Manager removes the entry from the table.

Disabling IP Interfaces in a Port Group

To disable an IP interface for a port group:

1. First select the port group and then select the IP module.
2. Select the IP interface from the table.

3. De-select (uncheck) the Enabled checkbox.

A disabled IP interface is not available for use.

To use Ixia ports for an IxChariot test, you need to establish—as a minimum—a
basic protocol stack that includes layer 2 and 3 addresses (as described in
Configure Layer 1 and 2 Parameters on page 4-10 and Configure IP Addresses
on page 4-11). You can also include additional protocols and services in your
protocol stack. Stack Manager supports the following protocols and services:
Encapsulations:

* Impairment

* Emulated Router

e PPPoX
e JPSec

Services:
* Routes
 Filters
* DNS
e TCP

For detailed information, refer to the Stack Manager User Guide.
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Step 5: Assign Ixia Before you begin your test, you must associate one or more Ixia ports with each
M gy y p
Ports to Port Groups of the port groups. You need not perform this step when you first define your port
groups, but you will need to do so before actually running your test.

As part of the assignment of port groups, you will select the Ixia chassis in which
the ports are located.

To assign Ixia ports to port groups:

1. Click Assign Port(s) (in the lower left corner of the Stack Manager window).
Stack Manager opens the Port Assignment window.

2. Click the Add Chassis button.
Stack Manager opens the Add New Chassis dialog (Figure 4-9).

Figure 4-9. Add New Chassis Dialog

Cnddvem Chasss 8 x
”Chassis MHame

ak Cancel | Help |

3. Enter the name or IP address of the Ixia chassis that you are using for this test,
then click OK.

This example uses a chassis with an IP address of 192.168.41.7.

Stack Manager establishes contact with the chassis, then displays the chassis
ports in the Port Assignment window.

4. To assign port groups to ports on the chassis:

a: Select the desired port group from the right pane (Client Network in this
example), and also select one of the ports that you are using for this test.
(That is, click each of them once, as show in Figure 4-10.)

Figure 4-10. Assigning a Port in Stack Manager

-iBix]
ChassisfCardfPort ﬂ| Cwner | Type | Mame | Port GroupfPort £ | Owner Type
= . 192.168.7.41 IXIA 400TF  10.0.0.0 Client Metwork
ijﬁ Card 01 10/100410... ﬁ Server Mekwork
@ Port 01 10/100410,,. 192.168.7...
Port 02 10/100410,,. 192.168.7...
10/100/10... o
@ Part 04 10/100/10,.. 192.168.7...
Card 02 slat emply
; Card 03 slat emply
Hﬁ Card 04 slok emply
Add Chassis Remonwe Chassis | Refrash | Ok Cancel | Help |
=)
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b: Click the Assign Port button to make the assignment:

Stack Manager adds the port to the Client Network port group (in the right
pane), and also removes it from the list of available ports (in the left pane).

c: Repeat the process for each port group.

Figure 4-11 shows the Port Assignment window with two ports assigned.

Figure 4-11. Ports Assigned in Stack Manager

D Crort ssignment =I5l %

Chassis/Card/Port ﬂl Cwner | Type | Mame | Port Group/Port &l Cwner | Type |
=@ 192.185.7.41 IXIA 400TF  10.0.0.0 =igfs Client Metwork
=Eg Card 01 10{100{10... DL 192,168,741 10/10041000 Ba. ..

¢ L@ Port 01 10/100/10,,, 192,188.7..,

fer

€ Port 02 10/100/10... 10/10041000 Ba...
SEB Card 02 slat emply
>ﬂ§ Card 03 slat ermply
“EE Card 04 slat ernply
Add Chassis Remove Chassis | Refresh | Ck | Cancel | Help |

=

d: Click OK to complete the port assignment.

Stack Manager again displays the main window.

Step 6: Completing Once you have completed the port assignments, Stack Manager redisplays its
the Stack Manager main window. To complete your Stack Manager session:

Session 1. Optionally, save the stack configuration to a file for later re-use:
a: Select Save from the File menu.
Stack Manager opens the Save As dialog.
b: Enter a name for your Ixia network configuration file.
c: Click Save.

Stack Manager saves your file to the IxChariot Tests folder, giving it a file
extension of .ixn.

2. To complete your Stack Manager session and return to the IxChariot Test win-
dow, Click OK in the main Stack Manager window.

IxChariot closes the Stack Manager window and redisplays the Test window.
The Ixia ports that you configured are now ready for use in your test.
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Step 7: Selectin Once you complete your Stack Manager session, the Ixia ports that you
Y plete 'y g p Y
the Ixia Ports for a configured are available for use in your test:
Test e If you have configured static IP addresses (as described in Configure IP

Addresses on page 4-11), those addresses will be available for selection from
the drop down menu, as is shown in Figure 4-12. You can select a specific IP
address from the drop-down menu, or you can select the name of the port
group (notice that Client Network and Server Network are available from the
drop-down menu in Figure 4-12).

e If you have configured dynamic IP addresses (as described in the Stack Man-
ager User Guide), you must select the port group names rather than IP
addresses from the drop down menu.

Figure 4-12. Selecting an IP Address Configured in Stack Manager

Add an Endpoint Pair x|

Pair commert; |

- Endpaint 1 to Endpaint 2 Traffic

Endpoint 1 address j
- 17217103 -
Endpoint 2 address 1751720 =1
17217.20.3
Metwark pratocal Client Network

ip=01a

Server Metwork

Edit Thiz Seript |
Select Script | Client Network and
W | Server Network
anagement >

are port group

ok I Qancell Help I names.

TCF

When you select a port group name (rather than a specific IP address), Stack
Manager provides IxChariot with the actual IP addresses each time the test is run.
For each subsequent run of the test, Stack Manager may provide different IP
addresses for the test pairs. Notice in Figure 4-13 on page 4-18 that the assigned
IP addresses differ for the two test runs. For example, 172.17.10.1 is the E/
actual address for pair 2 in the first test run, whereas in the second test run,
172.17.10.1 is assigned to pair 3.

If your test requires consistent IP addresses across multiple test run iterations,
you can assign specific IP addresses rather than assigning port group names—
assuming that you are using static IP addressing. If you are using dynamic IP

addressing, however, the address assignments from one run to another may
differ.
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Figure 4-13. IP Addresses Assigned by Stack Manager

1F|ate| Fesponse Timel Raw Data Total:  Endpaint Configuration
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_1-4 192168741 /01 /03 640 41 Retal  10%
172.16.10.1 192.168.7.41 /01 / 03 .40 172.16.20.1
17216.10.2 192168.7.41 /01 /03 B.40 Retail 172.17.20.2
17217102 132168741 /01 /03 640 41 Fetail [=05 17216.20.2
|F|ate| Fesponse Timel Fiaw Data Total:  Endpaint Configuration
Second E1 actual address L;I?Eiﬂ;uint 1 ‘E’irsiun ESVBE?"H EEpF'Edeuct EPESIt:IEpr:ratmg EZ actual addrezs
test run,
pairs 1-4
—» [17217.10.3 192168.7.41 /01 /03 B.40 4 Fetail [=05 17217.20.3
1721710.2 192168.7.41 /01 /03 B.40 4 Fetail [=05 17216.20.2
172.16.10.1 1921E8.7.41 /01 / 03 E.40 Fietail 172.16.20.1
192.168.7.41 /01 / 03 .40
Step 8: Setting the Once you select the endpoint addresses, IxChariot automatically sets the
Management management addresses using an address format that designates the chassis, the
Addresses card, and the port. For example:

192.168.7.41 /01 /03

In this example, 192.168.7.41 is the IP address of the chassis, /01 designates
card 1 in the chassis, and /03 designates port 3 on that card. As shown in Figure
4-14 on page 4-19, IxChariot assigns both of the management addresses (Console
to Endpoint 1 Management address, and Endpoint 1 to Endpoint 2 Management
address).
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Figure 4-14. Management Address Assignment
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If you use these default address assignments, IxChariot displays an information
message (as shown in Figure 4-15) when you click OK. This dialog asks you to
confirm these management address assignments.

Figure 4-15. Management Address Assignment Confirmation

Add an Endpoint Pair ) x|

You have selected an endpoint IP addrezs from the [xia netwaork. configuration.
The Management settings have been automatically zet bazed on the information
faund in the Ixia nebwork configuration.

Are you sure you want to use these settings?
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Yes Mo | ﬂelpl

If you prefer to use the test network for endpoint management traffic, select the
Use Endpoint 2 address as management address checkbox in the Add an
Endpoint Pair dialog, as shown in Figure 4-16.

Figure 4-16. Changing the Management Address Assignment

Endpoint 1 to Endpoint 2 Management
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In the example shown in this section, selecting the Use Endpoint 2 address as
management address checkbox instructs IxChariot to use 172.16.2.1 for the
management traffic passed between the two endpoints.

Using VLANSs with
Hardware
Performance Pairs

Using Stack Manager to
Configure VLANSs

You can use Stack Manager to configure Virtual LANs (VLANSs) for regular
IxChariot pairs, hardware performance pairs, VoIP pairs, and VoIP hardware
performance pairs. When you define and enable VLAN tags, the frames
generated by the IxChariot scripts or VoIP codecs are IEEE 802.1Q tagged
frames.

You can create tests using hardware performance pairs that are associated with
VLANS. In this case:

*  Your test environment requires appropriate DUTs to support the test objec-
tives. Typically, you will use VLAN-aware switches and routers to implement
a test network such as this.

e The Ixia ports will emulate end-user nodes generating traffic streams.

For example, Figure 4-17 shows an IxChariot test and its associated Stack
Manager configuration.

Figure 4-17. VLAN Example Using Hardware Performance Pairs
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4
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This test uses two hardware performance pairs. Figure 4-17 shows the two IP
ranges in the Client Network port group (the Server Network port group is
defined in similar fashion). In this example, all four endpoints are in VLAN 23,
but two of the endpoints are in the 172.16.0.0 /16 network while the other two are
in the 172.17.0.0 /16 network.

You can also create VLAN tests using regular pairs, VoIP pairs, and video pairs.
In this case, you can configure the Ixia ports to emulate the entire test network:
the end-user nodes, the layer 2 switches, and the layer 3 routers.

For example, Figure 4-18 shows a test network with four workstations, two
switches, and one router. Two workstations are in VLAN 101 and the other two
are in VLAN 103. The router provides connectivity between the VLANS.

Figure 4-18. Two LANs Connected Through a Router

VLAMN 101 WLAN 103

WLAM 101 WLAM 103 g
Figure 4-19 shows an IxChariot test with two pairs, each running the Throughput
script. This test emulates the topology shown in Figure 4-18.

Figure 4-19. VLAN Test Using Regular Pairs
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To emulate a router in this test, we include an Emulated Router component in the
Stack Manager configuration. Figure 4-20 shows the Emulated Routers for both
of the port groups. Notice that the Address fields and Gateway fields are exactly
the opposite in the two Emulated Router definitions.

Figure 4-20. Emulated Router Definition for VLAN Test

Client Network

ot [ B  emeret | ertearous }— 3 @ |

Servaer Metwork
port group I

.l
[

Figure 4-21 shows the Stack Manager definition of the IP components for the
Client Network and Server Network port groups. Note that the Mask length is 24;
therefore, the addresses defined in each port group are in separate subnets.

Figure 4-21. IP Component Definition for VLAN Test

Client Network : HQ—]
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The effect of this example is as follows:

e Each Stack Manager Ethernet component defines and enables a VLAN. For
each port group, the starting VLAN ID is 101 and the Increment value is two.
Each time Stack Manager creates a new MAC address, it will create a new
VLAN ID. In this example, the VLAN IDs in both port groups will be 101
and 103.

e Each Stack Manager IP component defines a starting IP address and specifies
a count of 2, thereby creating two IP addresses per port group. For each IP
address created, Stack Manager will create a new MAC address and a new
VLAN ID.

e The emulated routers establish IP addresses that will be used to route traffic
between the two subnets.

e With this configuration, the test (shown in Figure 4-19) uses the following
VLAN IDs and IP addresses:

Pair VLANID Endpoint1 Endpoint 2
1 101 172.16.1.1 172.16.2.1
2 103 172.16.1.2 172.16.2.2

The endpoints defined for each of the two pairs are in the same VLAN but are in
different subnets. The Emulated Router provides the mechanism to pass traffic
between the subnets.

Using an AFD1 in an IxChariot
Test Network

This section describes how to set up a virtual chassis chain based on GPS clock-
ing, using Ixia AFDI1 units for the GPS functionality.

Physical Setup The following topics provide a summary description of the physical setup
required by a virtual chassis chain that uses AFD1 units for GPS clocking.

About the AFD1

The IXIA Auxiliary Function Device 1 (AFD1) provides the means for accurate
worldwide timing using integrated Global Positioning System (GPS) technology.
It is designed for distributed end-to-end measurements of key metrics, including
point-to-point latency and jitter.

Refer to the Ixia Auxiliary Function Device (AFD1) chapter in the Ixia Hardware
and Reference Manual for detailed information about the IXIA Auxiliary Func-
tion Device 1 (AFD1).
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Chassis Connection

The Ixia AFD1 GPS receiver is controlled by an Ixia chassis through a USB port
or a serial port. Chassis timing is provided by connecting the Sync Out of the
AFD1 to the Sync In of the chassis, as shown in Figure 4-22. This configuration
then enables the chassis to operate as a slave in a virtual chassis chain, with the
Ixia AFD1 as the master.

Figure 4-22. AFD1 in a Chassis Chain
. . Ixia XM2 Ixia XM2
Ixia AFD1 GPS Receiver (slave) (slave)

(master) Sync
Out

USB cable

provides power and COM3 channel

Worldwide Synchronization

Two or more Ixia chassis connected to a time reference may be distributed
worldwide forming a virtual chassis chain based on GPS timing. One possible
configuration is shown in Figure 4-23 on page 4-25.
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Figure 4-23. Worldwide Deployment of Synchronized Chassis
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Once the timing features of the chassis are configured, operating a worldwide set
of Ixia chassis is the same as local operation. The Ixia hardware and software
program the clocks such that they all send a master trigger pulse to all Ixia chas-
sis, within a tolerance of =150 ns with GPS and 100 us for CDMA. Ixia chassis
timing operates by resetting at a fixed time-of-day on all chassis from one source,
and then maintaining the time accuracy through various means.

When setting up an IxChariot test using a virtual chassis chain, you may need to
change the transmit delay. The transmit delay is a chassis chain time delay that is
added to Start Transmit and Clear Timestamp actions. This value is a global
value for the entire chassis chain. The delay ensures that chassis that are geo-
graphically distant will be correctly synchronized and will issue commands at the
same time.

To set the transmit delay:

1. Verify that you have already established the physical connections between the
AFD1s and chassis, as described in Physical Setup on page 4-23.
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2. Verfiy that each chassis in each chassis chain has a unique base IP address.

Unless each chassis has a unique base IP address, your tests will fail because
you will have duplicate IP addresses within the chain.

Refer to “Changing a Chassis Chain Base IP Address” in the Aptixia Stack
Manager User Guide for instructions.

. Create an Ixia Network Configuration (or open an existing configuration).

Refer to Using Stack Manager to Configure and Assign Ixia Ports on page 4-
8 for information about creating Ixia Network Configurations.

. Display the properties of the first chassis in the chain:

a: Select the chassis name (or IP address) in the Chassis/Card/Port column of
the Port Assignment dialog.

b: Right-click the mouse to display the pop-up menu.

c: Select Properties from the menu, as shown in Figure 4-24.

Figure 4-24.  Selecting the Stack Manager Properties Window

’Chassisll'Card,l'... A | Onuner

Reboot Pork({s)
Take ownership
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Force Release ownership
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PH Properties |
B8} Card 03 . slok emnpty
B8 Card 04 slat ernply

|' &dd Chassis | | Remove Chassis | | Refresh |

Stack Manager displays the Chassis Properties window, as shown in Figure 4-
25 on page 4-27. Note that the Transmit Delay parameter is displayed only
when the Chassis Mode is Master (GPS).

5. Modify the Transmit Delay value as appropriate for your test network.

4-26
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Figure 4-25. Chassis Properties Window
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In this type of test environment, the endpoints will typically be on different chas-
sis. In this case, you need to ensure that the management addresses for your end-
point pairs identify the correct ports:

* Set the Console to Endpoint 1 Management address to the port used by
endpoint 1.

* Set the Endpoint 1 to Endpoint 2 Management address to the port used by
endpoint 2.

As illustrated in Figure 4-26 on page 4-28, Endpoint 1 uses port 3 on module 1
on the te-10 chassis, while Endpoint 2 uses port 3 on module 1 on the te-20 chas-
sis. The management IP addresses for these two ports are 10.0.0.1 and 20.0.0.1,
respectively.
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Figure 4-26. Specifying Management Addresses
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Clock To use GPS clocking from the AFD1, you must select Use Ixia hardware clock
Synch ronization synchronization as the clock synchronization setting for the test. This is shown in
Figure 4-27 on page 4-29.
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Figure 4-27. Clock Synchronization Setting for AFD1 Usage
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Configuring Routes In a test environment in which the endpoints are on different chassis, you must
also configure static routes for the test.

Configure Routes in Stack Manager

You need to configure static routes in Stack Manager. These static routes ensure
that each endpoint will use the backplane gateway to reach the other endpoint:

e For the Client Network port group, add a route to enable Endpoint 1 to reach
Endpoint 2 on the other chassis.

e For the Server Network port group, add a route to enable Endpoint to reach
Endpoint 1 on the other chassis.
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This is illustrated in Figure 4-28 on page 4-30.

Figure 4-28. Setting Static Routes in Stack Manager
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Configure Routes on Each Chassis

You also need to configure a static route for Windows on each chassis. This is the
route one chassis will use to reach the other chassis:

1. On the first chassis (used for Endpoint 1), use the Windows command line to
add a static route to Chassis 2. For example:

route add 20.0.0.0 mask 255.255.0.0 gateway 10.205.16.52

2. On the second chassis (used for Endpoint 2), use the Windows command line
to add a static route to Chassis 1. For example:

route add 10.0.0.0 mask 255.255.0.0 gateway 10.205.16.51

In these examples, 10.205.16.52 and 10.205.16.51 are the addresses of the man-
agement ports for each of the two chassis.
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The following topics are intended to help you get started running some basic tests
and using some of [xChariot’s most popular features.

Network Protocol Configuration on page 5-2 offers tips on running tests with
the IPX/SPX, RTP, TCP, and UDP protocols.

IPv6 Configuration and Testing on page 5-10 explains how to perform IPv6
tests.

Creating and Running Tests on page 5-17 goes over the basics of setting up
and running IxChariot tests.

Creating Application Group Tests on page 5-35 describes the procedures for
creating a synchronized pair test based on an application group.

Using Test Scheduler on page 5-37 describes the use of the IxChariot Test
Scheduler tool.

Comparing Test Results on page 5-43 provides instructions for comparing the
results of two or more tests.

Encrypting Setup Flows on page 5-49 describes the options for encrypting
test setup data.

Modifying the TCP Window Size on page 5-52 provides instructions for tun-
ing the TCP window buffers to support the TCP window scale option defined
in RFC 1323.

Editing Script Variables on page 5-57 provides instructions for modifying
script variables for a test.

Exporting and Printing Results on page 5-60 explains how you can configure
your printing and exporting options to get reports containing the results you
need.

Command-Line Programs on page 5-67 is a comprehensive guide to IxChar-
iot’s command-line utilities, including tips for using them.

Visual Test Designer on page 5-75 walks you through IxChariot’s quick and
easy test-building utility.
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Choosing Protocols
for Use in Tests

Network Protocol Configuration

The following topics describes the layer 3 and layer 4 protocols that you can use
to execute tests in your IxChariot test network.

*  Choosing Protocols for Use in Tests on page 5-2
* [PX and SPX Configuration on page 5-3

e TCP Configuration on page 5-5

* UDP Configuration on page 5-6

* RTP Configuration on page 5-7

e Determining Packet Sizes on page 5-10

The protocols supported by the IxChariot Console are shown in the Network
Protocol list when you create new endpoint pairs. You can create tests using
these protocols, but the tests will not run unless the protocols are also supported
on the respective endpoints. Not all endpoint operating systems support testing
with all of these protocols; refer to “Endpoint Requirements and Capabilities” in
the Performance Endpoints guide for more information.

Communication Between the Console and Endpoint 1

For communications between the IxChariot Console and Endpoint 1, IxChariot
uses only connection-oriented protocols:

 SPX
e TCP

Communication Between Endpoints

Performance Endpoints can communicate with each other using any of the fol-
lowing protocols (provided that the endpoint computers are configured to support
them):

- IPX
 SPX

« RTP

e RTP-IPv6
e TCP

e TCP-IPv6
e UDP

e UDP-IPv6

Refer to IPv6 Configuration and Testing on page 5-10 for more information
about testing in networks that support IPv6.
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Test Setup Communications

The Edit Pair Setup dialog box lets you configure a different connection for test
setup communications between the Console and Endpoint 1 and between the end-
points. By default, the Console will “Use Endpoint 1 address as management
address” when sending test setup information to E1. To use a different address,
protocol, or service quality, click Edit Pair Setup on the Edit menu in the Test
window. If you are using a connectionless protocol between the endpoints and
“Use Endpoint 1 address as management address” is checked, the Console auto-
matically uses the corresponding connection-oriented protocol for its connection
to Endpoint 1. So if you choose the IPX protocol for the test, by default the Con-
sole uses SPX between the Console and Endpoint 1. The default connection-ori-
ented protocol for the UDP or RTP protocols is TCP. Although you can enter an
alternate network address for test setup communications between the endpoints,
you cannot choose a different protocol or service quality.

To use the IPX or SPX protocol in IxChariot tests, [IPX addresses must be sup-
plied as the network address at the Console when adding an endpoint pair. IPX
addresses consist of a 4-byte network number (8 hexadecimal digits) followed by
a 6-byte node ID (12 hex digits). The network number and node ID are separated
by a colon. The 6-byte node ID (or the device number) is usually the same as the
MAC address of the LAN adapter you are using.

For Windows, IxChariot makes WinSock version 1.1 Sockets-compatible calls
when using the IPX or SPX network protocol. For NetWare, IxChariot makes
calls to the TLI API when using IPX or SPX.

IPX/SPX Aliases

It can be time-consuming to enter IPX addresses; they consist of 8 hex digits, a
colon, then 12 more hex digits. When using the IPX or SPX protocol in IxChariot
tests, you can instead enter an easy-to-remember alias in the Edit Pair dialog box.
IxChariot maintains these aliases for you in a file at the Console. You set up the
mapping only once; the alias names are valid until you change them.

The IPX/SPX alias values are stored in the SPXDIR.dat file, located in the same
directory as IxChariot. You can use this file to edit aliases or move the alias val-
ues to an installation of IxChariot on another computer.

To map IPX/SPX aliases, click Edit IPX/SPX Entries on the Tools menu. The
IPX/SPX Alias List dialog box is shown. This dialog box provides the current list
of aliases and lets you add new aliases and modify, delete, and copy existing
aliases. The list of aliases is preserved when you upgrade to a new version of
IxChariot.

Add IPX/SPX Aliases

To add a new IPX/SPX alias:
1. Select Tools > Edit IPX/SPX Entries...
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IxChariot opens the IPX/SPX Alias List dialog.
. Click Add.

2

3. Enter the name of the new alias in the Alias Name field.

4. Inthe Address field, enter an “8:12” or “12:8” hex address.
5

. To save the new alias, click OK.

The new alias appears in the IPX/SPX Alias List.

Modify IPX/SPX Aliases

To modify an IPX/SPX alias:

1. Select Tools > Edit IPX/SPX Entries...
IxChariot opens the IPX/SPX Alias List dialog.

2. Select the alias that you want to modify.

3. Click Modify.

4. Make the desired modification. You can modify the name, the address, or
both the name and the address.

5. To save the modified alias, click OK.

The modified alias appears in the IPX/SPX Alias List.

Determining Your IPX Network Address in Windows

You must find the IPX address of an endpoint via a command prompt at the end-
point. These instructions assume that your endpoint software is version 3.5 or
later.

Use the “ipxroute config” command to determine an IPX address on a
Windows XP, Windows 2000, or Windows 2003 system.

If your IPX software support is configured correctly, your output looks similar to
the following:

NWLink IPX Routing and Source Routing Control Program
v2.00

net 1: network number 00000002, frame type 802.2, device
AMDPCN1 (0207011a3082)

The 8-digit network number is shown first; here, it is 00000002. The 12-digit
node ID is shown in parentheses at the end; here it is 0207011a3082, which is our
Ethernet MAC address. Thus, the IPX address to be used in tests is
00000002:0207011a3082.
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When you select TCP or TCP-IPv6 as your network protocol, IxChariot uses the
standard TCP header for the reliable transport of your test’s application traffic.
TCP supports the collection and reporting of test statistics without the need for
any modifications to the header.

Note that IxChariot does not emulate TCP half-close behavior. (TCP half-close
refers to the ability for one end of a connection to terminate its output while it
continues to receive data from the other end.)

Determining Your IP Network Address

To find the local IP address on a Windows computer, enter the following com-
mand from the command line:

ipconfig

To find the local IP address on a UNIX or Linux computer, enter the following
command from the command line:

ifconfig

Sockets Port Number

IP networks use network addresses to forward traffic across a network to a spe-
cific device, and they use port numbers to deliver traffic to a specific application
running on the selected device.

IxChariot uses a designated management port to transport management traffic
between the console and the endpoints. The management port is one of the fol-
lowing:

e SPX transport: port 10117

* TCP transport: either port 10115 (the default) or a user-selected port. (For
information about designating a management port, refer to Management ports
on page 6-33 and the endpoint.ini information in the IxChariot Performance
Endpoints guide.)

During test initialization, Endpoint 1 randomly picks an available port and trans-
mits the test setup information to the management port on Endpoint 2.

Endpoint 2 then sends an acknowledgment from the management port to the port
from which Endpoint 1 transmitted the setup information.

IxChariot scripts designate the ports that the endpoints use to execute the test.
You edit the scripts to configure these port addresses. For each endpoint, you can
either set the source and destination ports to specific port numbers or you can set
the ports to the AUTO keyword (AUTO is the default). When set to AUTO, the
endpoints assign the port number automatically. Setting the port numbers to
AUTO gives the best performance and is the preferred choice when testing with
multiple pairs. (Refer to the IxChariot Scripts Development and Editing Guide
for detailed information about the Script Editor.)
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UDP Configuration IxChariot uses three distinct variations of the UDP protocol:
e IxChariot Reliable UDP for Non-Streaming Scripts

When you select UDP as the network protocol for a non-streaming script,
IxChariot automatically uses this proprietary UDP implementation. This ver-
sion of UDP is a reliable transport protocol (uses acknowledgements and win-
dowing) and includes a custom header within the Data field.

e IxChariot UDP for Streaming Scripts

When you select UDP as the network protocol for a streaming script, IxChar-
iot automatically uses this proprietary UDP implementation. It is the default
for all streaming scripts (unicast and multicast, VoIP, and Video). This version
of UDP includes a custom header within the Data field.

« RFC 768 UDP

When you select UDP as the network protocol for a streaming script, you can
modify that script (using the Script Editor) to use the RFC 768 compliant
UDP protocol. You can select this UDP variant for unicast and multicast
streaming scripts, but you cannot select it for use with VoIP or Video pairs. A
reduced set of statistics can be measured when using this implementation of
UDP. It can be of value, however, when you are using IxChariot as a traffic
generator.

The first two implementations are specifically designed for IxChariot testing.
They both modify standard UDP packets by embedding custom headers within
the Data field. These modifications are needed to measure and report statistics,
such as duplicate and out-of-order datagrams.

How to select RFC 768 UDP

To use the RFC 768 compliant version of UDP as the network protocol for a test:
1. Open the script in the Script Editor.
2. Select the first line in the script (line 1).
3. Select Insert > UDP compliant with RFC 768 option...
The Script Editor insert the OPTION command to enable RFC 768 UDP.

4. Select File > Save to Pair to save your modified script with the selected pair.

UDP Protocol Compatibility

IxChariot introduced the RFC 768 compliant version of UDP in release 6.40.
Therefore, the RFC 768 UDP option requires release 6.40 for the IxChariot Con-
sole and both endpoints.

If you save a test that uses the RFC 768 UDP option to an older test format (6.30
or earlier), IxChariot saves the script in any pair that uses the RFC 768 UDP
option as a standard IxChariot streaming script. It removes the RFC 768 UDP
option from the script and also clears the results for that pair.
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Comparison of UDP Statistics Measures

The RFC 768 compliant version of UDP differs from the proprietary IxChariot
version of UDP in the number of statistics that can be measured, and also the
point at which the statistics are delivered and presented in the Test window. Fol-
lowing is a summary of the differences exhibited by the RFC 768 compliant ver-
sion of UDP (versus UDP for streaming scripts):

Lost Data Tab
*  Maximum Consecutive Lost Datagrams statistics are not collected.

* The following statistics are displayed only when the test is finished, rather
than after every timing record: Bytes Sent by E1, Bytes Lost from E1 to E2,
and Percent Bytes Lost E1 to E2.

Raw Data Totals tab

e The following statistics are displayed only when the test is finished, rather
than after every timing record: Bytes Sent by E1.

Datagram Tab

* Duplicate DGs Received by E2, and Datagrams Out of Order statistics are not
collected.

* The following statistics are displayed only when the test is finished, rather
than after every timing record: Total DGs Sent by E1; DGs Lost, E1 to E2.

IxChariot tests support RTP, the real-time transport protocol defined in

RFC 3550. RTP provides end-to-end network transport functions for applications
transmitting real-time data—such as audio, video, or simulation data—over mul-
ticast or unicast network services. Many leading voice and video applications use
RTP. IxChariot VoIP endpoint pairs always use RTP.

RTP Header

In IxChariot tests, RTP is carried on top of UDP. The RTP fixed header fields are
shown in Figure 5-1.
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Figure 5-1. RTP Fixed Header Fields
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The first twelve octets are present in every RTP packet, while the list of CSRC
identifiers is present only when inserted by a mixer. (An RTP mixer is an inter-
mediate system that receives RTP packets from one or more sources, possibly
changes the data format, combines the packets in some manner, and then for-
wards a new RTP packet.) Datagrams generated by IxChariot do not include the
CSRC field.

RTP Header Timestamp

IxChariot tests support two timestamp options in RTP headers:

e IxChariot legacy timestamps: In IxChariot 6.40 and earlier, the timestamp
field in the RTP header always contained a timestamp derived from the sys-
tem clock. In this case, the RTP headers contain the actual SEND time for
each datagram. This allows IxChariot to calculate the one-way delay for a test
pair. When this timestamp option is used, the RTP header is 12 bytes in
length.

e RFC 3550-compatible timestamps: In [xChariot 6.50 and higher, users can
choose RTP headers that are compatible with RFC 3550. In this case, the val-
ues in the timestamp field are monotonic. (A sequence increases monotoni-
cally if, for every n, P n+1 is greater than or equal to P n.) RFC 3550 states
that:

The timestamp reflects the sampling instant of the first octet in the RTP
data packet. The sampling instant must be derived from a clock that incre-
ments monotonically and linearly in time to allow synchronization and jit-
ter calculations.

When this timestamp option is used, the RTP header is 20 bytes in length.

IxChariot implements the RFC 3550-compatible timestamps by using the exten-
sion (X) bit, as shown in Figure 5-2. In this case, the timestamp field contains a

monotonous timestamp value, while the header extension contains a time value

derived from the system clock.
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Figure 5-2. RTP Header Extension Field
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header extension - timestamp derived from system clock

When the X bit in the RTP header has a value of 1, a variable-length header
extension is appended to the RTP header, following the RTP fixed header fields.
The header extension contains a 16-bit defined by profile field (which is not used
by IxChariot) and a 16-bit length field that counts the number of 32-bit words in
the extension (which IxChariot sets to 1).

Setting the RTP Timestamp Option

To use the extension header for RTP timestamps in an [xChariot test:
1. Open the test file (or create a new test).
2. Select Run >Set Run Options...
IxChariot opens the Run Options dialog.
3. Select the Datagram tab.
4. Select or de-select the Use extended headers for RTP timestamps option:

When you select this option, IxChariot will generate RTP packets with the
header extension described in RTP Header Timestamp on page 5-8.

When you de-select this option, IxChariot will generate RTP packets with
IxChariot legacy timestamps.

5. Click OK.

When a release 6.50 (or higher) Performance Endpoint is running RTP traffic
with a pre-6.50 Performance Endpoint, the RTP extension header will not be
used. In this case, the RTP packets will contain IxChariot legacy timestamps.

RTP Port Numbers

RTP flows use even port numbers. The recommended value for the port number
is between 16384 and 65535. If you select AUTO for the source port or
destination port variable, IxChariot uses an even port number in this range.
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Determining Packet
Sizes

Typical multimedia applications use various packet sizes. When emulating them,
you should account for any header that may be included in the size of the packet.
Endpoint multimedia support uses a 9-byte header for UDP and either a 12-byte
or a 20-byte header for RTP. In addition, the protocol stack adds on 8 bytes for
UDP and 20 bytes for IP.

For example, if you are using UDP and the desired packet size is 512 bytes, the
send_buffer size should be 475 (512 —9 — 8 —20=475). If you are using
RTP (without the header extension option) and the desired packet size is 512
bytes, the send_buffer size should be 472 (512 — 12 — 8 —20=472).

IPv6 Test Module
Features

Endpoint Support
for IPv6

General Information

IPv6 Configuration and Testing

Related Topics

Network Protocol on page 5-22

Cloning Hardware Performance Pairs on page 5-25

General Information about IPv6 on page 5-10

Tips for Running Tests with the IPv6 Test Module on page 5-12

You can create and run tests that use IPv6 to route test traffic between endpoints.
In addition, you can also use IPv6 for your management network (for sending test
setup information from the console to Endpoint 1 and sending test report flows
from Endpoint 1 back to the console).

The IPv6 Test Module includes these features:
Table 5-1. IPv6 Test Module Features

Feature Category IPv6 Test Module Features
IxChariot endpoint and hardware The following network protocol choices:
performance pair options TCP—IPV6

UDP—IPv6

RTP—IPv6

VolIP endpoint and VoIP hardware The following network protocol choice:
performance pair options RTP-IPv6

Ixia Performance Endpoints provide IPv6 support for the following platforms:
* Ixia ports

*  Windows XP and newer (32- and 64-bit)

e RedHat Linux versions 8.0 and higher, with Linux kernel 2.4.20.

e Sun Solaris SPARC and x86

IPv6 was designed to coexist with—and eventually to replace—IPv4, while

about IPv6 enlarging some of its capabilities. The IETF explains that IPv6 adds the follow-
ing to IP:
* Extended Addressing
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IPv6 reserves 128 bits for the IP address space. (IPv4 reserves only 32 bits.)
The larger address space allows for more levels in the addressing hierarchy
and an exponentially increased number of addresses.

The longer IPv6 address now identifies a network inferface, not a network
node. In effect, an address identifying any of a node’s interfaces thus identi-
fies the node as well.

*  New Address Type

A new type of address—called an “anycast address”—in the IPv6 spec identi-
fies sets of interfaces; a packet sent to an anycast address is delivered to one
of these interfaces. IPv6 multicast addresses work in a similar manner to
route packets to all interfaces in a set. By contrast, [IPv4 multicast addresses
route packets to all nodes in a set. Testing with anycast addresses isn’t sup-
ported in this version of the IPV6 Test Module.

¢ Header Minimization

To minimize bandwidth consumption and processing cost, some IPv4 header
fields have been dropped or made optional. Therefore, the IPv6 header is only
twice the size of the IPv4 header despite the vastly increased address space.

*  Quality of Service Support

With the 24-bit Flow Label field, packets within particular traffic “flows”—
sequences of packets bound for the same receiver—may be designated for
special handling, including quality of service and “real-time” service. The 4-
bit Priority field allows for distinctions in handling to be made between low-
and high-fidelity audio or video packets, for example. IPv6 test flows are not
supported.

* Authentication and Security

IPv6 extensions support authentication, data integrity checking, and privacy.
Testing with IPv6 extensions for authentication and security isn’t supported
in this version of the IPV6 Test Module.

The IPv6 protocol comprises the basic IPv6 header plus extensions. See
www.ipv6.org/ for more information.

At present, many IPv6 deployments employ a tunneling mechanism, such as 6to4
or 6over4, to send IPv6 traffic over the IPv4 portion of the Internet. Such mecha-
nisms may use an interim IPv6 address prefix and encapsulate [Pv6 packets
within [Pv4 headers. In our testing, we used manually configured tunnels to send
IPv6 traffic over an IPv4 network.

An IPv6 packet consists of three parts: the IPv6 header, any (optional) extension
headers, and the data payload:

Figure 5-3. IPv6 Packet
IPv6 Header | Extension Data
40 bytes Headers

The final byte in the extension headers, which are included for future extensions
to IPv6, indicates the upper-layer protocol of the data payload bytes.
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Within the IPv6 header are eight fields. In most cases, they correspond to an
equivalent field in the IPv4 header, with some exceptions:

Table 5-2. IPv6 Header Fields

IPv4 Header Field

IPv6 Header Field

Version—4 bits. IPv4.

Version—4 bits. IPv6.

Internet Header Length—4 bits

None. IPv6 header is always 40 bytes.

Type of Service—38 bits

Traffic Class—38 bits

None.

Flow Label—20 bits. Used for IPv6
QoS.

Total Length—16 bits. Payload +
header.

Payload Length—16 bits. Payload size
only.

Identification—16 bits. Used to
reassemble datagram after
fragmentation.

None. Fragmentation information
included in an extension header.

Fragmentation flags—4 bits. Indicates

whether datagram can be fragmented.

None. Fragmentation information
included in an extension header.

Fragment Offset—13 bits. Used to
reassemble datagram after
fragmentation.

None. Fragmentation information
included in an extension header.

Time to Live—8 bits. Indicates how
many hops the datagram can pass
over.

Hop Limit—8 bits. Indicates how many
hops the datagram can pass over.

Protocol—8 bits. Protocol of the data
payload.

Next Header—S8 bits. Protocol of the
data payload.

Header Checksum—16 bits. Indicates
whether errors have been introduced
into packet by a router.

None. Error detection performed at
Link layer.

Source Address—32 bits

Source Address—128 bits

Destination Address—32 bits

Destination Address—128 bits

Options—Variable length.

None. Replaced by extension headers.

The following topics provide general guidelines and tips for using IPv6 network

addressing in IxChariot tests.

Mixing IPv4 and IPv6 Addresses

When using Ixia ports as endpoints, do not try to use IPv4 and IPv6 addresses
within a single port group. If your test requires both, create separate port groups
for each type. For example, use one port group named ClientNetv4 for your IPv4
addresses and another port group named ClientNetv6 for your IPv6 addresses.

5-12
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IPv6 addressing

[Pv6 addresses are extremely lengthy and difficult to type correctly. We recom-
mend that you stick to host names and don’t try to type the full set of eight hex
character combinations. However, if you do choose to type the full hex address,
keep the following in mind:

e IxChariot’s endpoint.dat file, found in the IxChariot root directory,
keeps track of any endpoint addresses you enter and displays them in the End-
point lists when you add new pairs. If you make a mistake, the
endpoint.dat file is a text file you can edit.

e All eight blocks of the hex IPv6 address are separated from each other by a
single colon (©).

e Double colons indicate zero compression, in which a contiguous series of 16-
bit binary address blocks containing only zeroes have been reduced. Zero
compression can only be used once when expressing an IPv6 network
address.

* It Is also possible to leave out any zeroes that begin a new block in the hex
address. For example, the blocks 34BD: 00FE can be reduced to 34BD: FE.
Just make sure each remaining block contains at least a single digit. Thus the
following are two legal expressions of the same address:

34BD:00FE:0000:3D2A:02BB:00FF:DA33:0C4C
34BD:FE:0:3D2A:2BB:FF:DA33:C4C

Zone IDs

Adding a zone ID to a link-local or site-local address makes the zone, or area of
the network, more specific. Microsoft uses the following example of a situation
that requires the addition of zone IDs: “a computer with multiple Ethernet adapt-
ers that are connected to separate links,” where each adapter has been assigned a
link-local address. They explain, “Destination link-local addresses in this config-
uration are ambiguous because a specific link-local address can be assigned to
multiple nodes located on the links” that can be reached by all the adapters. In a
case like this, zone IDs are used “to indicate the Ethernet adapter over which traf-
fic is sent and received.” With a link-local address, the zone ID is equivalent to
the interface index.

If you're using site-local addresses and are connected to multiple sites, each site
is assigned a site identifier. In a case like this, use a zone ID to indicate the site
identifier, further defining the area of the network intended as the destination of
the traffic.

* Find the interface index using the following command:
netsh interface ipv6 show interface
* Find the “Zone ID for Site” using the following command:
netsh interface ipv6 show interface level=verbose

This command returns the default site identifier, 1, if you're only connected to a
single site. No zone ID is needed in such a case.
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When you enter the IPv6 address at a command prompt, affix the zone ID to the
IPv6 address after a percent sign, as follows:

FE80::949:83FF:FE05:8EA5%3

In this case, the zone ID for the interface is 3.

Loopback Testing

The IPv6 standard as implemented on Windows protocol stacks specifies “: :1”
as a loopback address (it is the IPv6 equivalent of the [Pv4 address 127.0.0.1
or localhost). Loopback testing with IPv6 only succeeds if you enter “: : 1 as
the Endpoint 2 address. To run loopback tests with IPv6, enter a valid network
address for E1 (the domain name, or the address in hex) and “: : 1” (loopback) as
the E2 address.

Testing with the IPv6 protocols is supported on the endpoints listed in Endpoint
Support for IPv6 on page 5-10. Some advance configuration at the endpoints and
on your routers may be needed for IPv6 testing. You will at least need to enable
IPv6 on Windows or Linux, if you haven't already done so. See the following
sections for more information:

* Windows Configuration below

e Linux Configuration on page 5-15

Note: Make sure your endpoints are running at least version 4.5 of the
Performance Endpoint software. The latest version supports the newest IPv6
testing capabilities.

Windows Configuration

Refer to your Windows product documentation for full instructions for installing
and configuring IPv6. The following basic instructions should be sufficient to
ensure that the IPv6 service is installed and operational.

Windows Server 2003

To install IPv6 in Windows Server 2003:
1. Open the Control Panel, then double-click Network Connections.

2. Right-click the network adapter on which you want to enable IPv6, then
select Properties.

Click Install.

Select Protocol from the list of installation choices, then click Add.
Select Microsoft TCP/IP Version 6

Click OK.

AN L S
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Windows XP Professional

To install IPv6 on Windows XP Professional:

1.

Open the Control Panel, click Network and Internet Connections, and then
click Network Connections.

Right-click any local area connection, and then click Properties.
Click Install.

In the Select Network Component Type dialog box, click Protocol, and then
click Add.

In the Select Network Protocol dialog box, click Microsoft TCP/IP version 6,
and then click OK.

Click Close to save changes to your network connection.

Windows 2000

For Windows 2000, you must install a patch before you can enable IPv6. The
patch requires that you have Service Pack 1 for Windows 2000 previously
installed. Take these steps to install the patch and enable IPv6:

1.

Navigate to the following Web site: http://msdn.microsoft.com/Downloads/
sdks/platform/tpipv6/readme.asp

After you’ve read the README for the “Microsoft [IPv6 Technology Preview
for Windows 2000 Network Protocol Stack,” click Download in the left pane.
When you click “T agree” to the license agreement, the self-extracting file is
downloaded to your computer. Unzip the downloaded files.

In your Windows Explorer, navigate to the folder where you unzipped the
files (the default location is C: \IPv6Kit). Double-click Setup.exe to
launch the setup program.

Click Start>Settings>Network and Dial-up Connections.

Right-click the Ethernet-based connection to which you want to add the IPv6
protocol, and then click Properties. (You’ll probably want to use Local Area
Connection.) Click Install.

In the Select Network Component Type dialog box, click Protocol, and
then click Add.

In the Select Network Protocol dialog box, click Microsoft IPv6 Protocol.
Click OK.

Click Close to close the Local Area Connection Properties dialog box. The
IPv6 protocol is now enabled on all your Ethernet interfaces.

Linux Configuration

Ixia officially supports IxChariot IPv6 testing on Red Hat Linux versions 8.0 and
higher. IPv6 addresses can be used for test setup between Console and
Endpoint 1 and between the endpoints.
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To enable IPv6 support on Linux, you need to make a configuration change.
Navigate to the /etc/sysconfig folder on each Linux endpoint computer. You'll
need to modify the network file to add the following line:

NETWORKING IPV6=yes

After this file is changed, restart the computer. The computer will then receive an
IPv6 address from the router. To see the IPv6 address, run the following com-
mand:

/sbin/ifconfig

The output is as follows:
ethO Link encap:Ethernet HWaddr 00:60:97:7F:82:85

inet addr:10.42.1.102 Bcast:10.42.1.255 Mask:255.255.255.0
inet6 addr: fec0:a2a:100:0:260:97ff:fe7£:8285/64 Scope:Site
inet6 addr: fe80::260:97ff:fe7f:8285/64 Scope:Link
UP BROADCAST RUNNING MULTICAST MTU:1500 Metric:1
RX packets:998768 errors:4 dropped:0 overruns:0 frame:4
TX packets:270190 errors:0 dropped:0 overruns:0 carrier:0
collisions:227 txqueuelen:100
RX bytes:207268334 (197.6 Mb) TX bytes:56687548 (54.0 Mb)
Interrupt:9 Base address:0xff00

You can see the IPv4, IPv6 site, and IPv6 link addresses for each interface.

Router Configuration

If you are using Cisco routers, you’ll need to ensure that the following software
requirements are met:

e I0S 12.2(4)T1 or later
e PLUS software feature

You’ll also need to enable IPv6 routing on your routers. Check your router docu-
mentation for information.
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Creating and Running Tests

The topics in this section describe the procedures for using the IxChariot Console
to interactively set up and run IxChariot tests:

Test Execution Methods on page 5-17

Before Running a Test on page 5-18

Setting Options for Initialization Failure on page 5-18
Initiating Test Execution on page 5-19

Adding or Editing an Endpoint Pair on page 5-19
Adding or Editing a Hardware Performance Pair on page 5-23
Cloning Hardware Performance Pairs on page 5-25
Replicating Pairs on page 5-25

Sorting and Grouping Pairs on page 5-26

Adding or Editing a Multicast Group on page 5-27
Replicating a Multicast Group on page 5-30

Stopping a Running Test on page 5-31

Running a Traceroute on page 5-32

Bandwidth Considerations on page 5-33

Refer to Getting Started with IxChariot for step-by-step examples of some small

IxChariot tests.
Test Execution You use IxChariot Console to create all tests. Once a test has been created, you
Methods can use any of the following methods to execute the test:

Execute the test interactively in the IxChariot Console, as described in
Initiating Test Execution on page 5-19.

Execute the test using command line programs, as described in Command-
Line Programs on page 5-67.

Execute the test using the IxChariot Test Scheduler, as described in Using
Test Scheduler on page 5-37.

Schedule and execute the test using the Test Conductor application.

Test Conductor is an Ixia application that supports the scheduling and execu-
tion of tests for a number of compatible Ixia applications, including IxChar-
iot, IxLoad, and IxVoice. In Test Conductor, an application configuration file
is the file used as the basis for running tests. In the case of IxChariot, the .tst
files serve as the application configuration files. For detailed information,
refer to the Test Conductor User Guide.
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Test

Setting Options for
Initialization Failure

e Execute tests using TestComposer.

IxChariot provides a TestComposer plug-in that enables automation of com-
plex, multi-step tests. The IxChariot plug-in exposes the basic IxChariot func-
tionality, in support of the following activities:

e Load, save, and run tests of any kind.
* Create and edit tests that use regular, VoIP, and video pairs.

The TestComposer module is a software component integrated into the Ixia
Test Conductor application. Refer to the TestComposer User Guide for
detailed instructions for using the IxChariot plug-in for TestComposer.

Related Topics
Network Protocol Configuration on page 5-2

Before you run a test, the endpoint programs for the pairs in your test must be
active, and likewise, so must their underlying network software. The following
preparatory steps are recommended, prior to initiating a test run:

* Be sure the network software for the protocols you are using is configured
and active at the Console and each endpoint in the test. It is probably best to
start the network software when you power up the computer.

* Be sure the endpoint program is active on every endpoint participating in the
test. When the endpoint program is running (and its output is visible), it
shows whether it is successfully accessing the underlying network protocol.

e Save your test configuration. Test runs involve complex, extended interaction
with multiple computers and network programs. Unexpected errors can cause
problems and a run may not complete. Saving the test before the run lets you
avoid repeating the selection and configuration of endpoint pairs and scripts.

e Set your desired run options. These are described in detail in Run Options
Tab on page 7-2. (See also Setting Options for Initialization Failure on page
5-18.)

For more information about performance endpoints, refer to Getting Started with
IxChariot and IxChariot Performance Endpoints.

Related Topics
Run Options Tab on page 7-2

When you start a test, [xChariot performs the test execution in two main phases
(described in more detail in Understanding the Run Status on page 11-7):

1. Test initialization phase: IxChariot verifies network connectivity with all the
endpoints participating in the test.

2. Test execution phase: IxChariot begins running the test and collecting the test
data from endpoint 1.

You can set various run options for each test that you create, including the
options that determine how IxChariot will respond to failures during the initial-
ization phase and the test execution phase. These options allow you to:
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* Decide whether or not IxChariot should stop the run if one or more endpoints
cannot be contacted during the initialization phase.

* Specify that IxChariot should stop the test only if a specified number of pairs
fail during test execution.

* Set reinitialization options for pairs that fail during the initialization phase.
You can specify the number of times that IxChariot should attempt to reini-
tialize a pair, as well as the number of seconds to wait between reinitialization
attempts.

e Set reinitialization options for pairs that fail during test execution. You can
specify the number of times that IxChariot should attempt to reinitialize a
pair, as well as the number of seconds to wait between reinitialization
attempts.

The reinitialization feature provides flexibility in test planning and execution.
When running large-scale tests (up to 100,000 pairs), it is often desirable—if not
necessary—for a test to proceed even if some of the pairs fail during test initial-
ization or test execution, and to allow IxChariot to reinitialize the pairs that fail.
As another example, in many WLAN tests it is not uncommon for a pair to fail
when the performance endpoint moves out of the coverage area of the access
point (AP). By using appropriate reinitialization options, you can allow IxChariot
to reinitialize the pairs that fail.

Related Topics
Stopping a Running Test on page 5-31
Using Test Scheduler on page 5-37

To run an IxChariot test, you can use the graphical user interface of the IxChariot
Console program, use the command-line program named RUNTST, or use the
IxChariot Test Scheduler. The underlying software is the same, so the test results
from each are the same.

You will typically run smaller-sized tests using the IxChariot Console program.
In a Test window, select Run from the Run menu to start a test, or click the Run
button:

&

See RUNTST: Running Tests on page 5-67 for details on running a test from the
command line. If you want to run tests of at least 5000 endpoint pairs, you should
plan to use RUNTST.

Related Topics

Creating and Running Tests on page 5-17

Adding or Editing a Multicast Group on page 5-27
Adding or Editing a VolP Endpoint Pair on page 10-38
Adding or Editing a Video Endpoint Pair on page 10-54
Network Protocol on page 5-22
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An endpoint pair includes the network addresses of the two computers, the proto-
col to use between them, the script they should run, and a service quality, if
desired.

By default, Endpoint 1 executes a test script, collects results, and reports them to
the Console over the same network segment. Depending on the size of your test
or the reliability of your test network, you may want to isolate test setup and
results traffic from actual test traffic; doing so can increase the accuracy of
results or decrease the likelihood that setup data will be lost, causing the test to
fail.

If you want to use an alternate network for setup/results reporting, or a different
network protocol or service quality between the Console and E1 and between the
endpoints, fill in the values for Use Endpoint 1 values from pair and Use End-
point 2 address as management address. For example, you might use TCP to
connect from the Console to E1, yet run a UDP test between E1 and E2. But keep
in mind that IxChariot only uses connection-oriented protocols for setup commu-
nications between the Console and E1, and that TCP is required for setup com-
munications between E1 and E2.

To use alternate networks, enter a different network address at which the Console
will “know” E1 so that you can use separate networks for setup communications
between the Console and E1 and for actual test traffic.

* Pair Comment (optional)

A descriptive word or phrase that lets you easily identify each pair in the Test
window.

* Endpoint 1 to Endpoint 2 Traffic
* Endpoint 1 address

A computer playing the role of Endpoint 1 in an IxChariot test. The
IxChariot Console contacts Endpoint 1 computers directly, sending them
the application script and test setup information you entered. Endpoint 1
acts something like a client computer in a client-server network. Applica-
tion traffic flows from Endpoint 1 to Endpoint 2 and back.

* Endpoint 2 address

A computer playing the role of Endpoint 2 in an IxChariot test. Endpoint 1
computers contact the Endpoint 2 computers with test setup information.
Endpoint 2 acts something like a server in a client-server network.

e For IPX or SPX, enter an IPX address in hexadecimal format or
enter its alias. An example of an IPX address in hex format is
03F2E410:0A024F32ED02. The first 8 digits (4 bytes) are the net-
work number; the 12 digits (6 bytes) following the colon are the
node ID (you may also hear these referred to as the network address
and node address). But no one wants to enter hex numbers like that
more than once. IxChariot lets you associate aliases with these
addresses. See IPX/SPX Aliases on page 5-3.

¢ For RTP, TCP or UDP, enter an a hostname or an IPv4 or IPv6
address in standard notation. An example of domain name format is
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www.ixiacom.com, while an example of and IPv4 address is
199.72.46.202., and an example of an IPv6 address is 2001 : : 2.

¢ Network Protocol

The protocol the endpoints will use as they execute the commands in the
test script. When the test is run, the protocols you select for all pairs must
be correctly configured and started on the endpoint computers. They also
must be appropriate for the type of work being performed in the script. For
example, if you selected a streaming script, you must select IPX, RTP, or
UDP. See Network Protocol on page 5-22 for more information.

e Service Quality (optional)

If a service quality is required by the network protocol, enter or select a
value defined on the endpoint computers. Any quality of service templates
you’ve configured are available in the list. The service quality values you
enter are remembered in the file servqual.dat. Service quality may be
selected for both TCP-IPv4 and TCP-IPv6 traffic. Refer to Chapter 9,
Quality of Service Testing for detailed information.

e Select Script

Lets you browse IxChariot’s application script library. Six broad catego-
ries of scripts are available to emulate a wide range of applications. See
the Application Scripts guide for information on scripts. You must select a
script to complete the endpoint pair definition.

» Edit this Script

Opens the Script Editor so that you can tailor the application script to emu-
late your unique environment and testing requirements. You must first
select a script; see “Select Script,” above.

The remaining fields in this dialog are visible by pressing the Management >>
button.

e Console to Endpoint 1 Management
e Use Endpoint 1 address as management address

The Console will communicate with Endpoint 1 using the network address
and protocol for E1 specified in the Endpoint 1 to Endpoint 2 Traffic box.
If the Console needs to send test setup information, such as the address of
E2, to E1 through an alternate network, clear the box and specify a setup
address. Or clear the box to select a different protocol. If you are using a
datagram protocol and this box is checked, the Console uses the corre-
sponding connection-oriented protocol for its connection to Endpoint 1.
For example, if you choose the IPX protocol for the test, the default is to
use SPX between the Console and Endpoint 1. For RTP and UDP, the
default is TCP.

The field below the checkbox holds the network address where the Con-
sole can contact E1. It lets you choose a different address for test setup and
results flows between the Console and E1 than the endpoint address speci-
fied in the pair itself. Endpoint computers can have multiple network
addresses. For example, a computer with multiple adapters may have mul-
tiple IP addresses.
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 If you are changing the network address at which E1 contacts E2
with setup information (see Endpoint 1 to Endpoint 2 Manage-
ment below), you’ll probably need to change the address at which
the Console contacts E1 as well.

¢ In tests running streaming scripts (and in VoIP tests), be aware that
E2 sends results back to E1. If the network between E2 and E1 may
become saturated due to the operation of the test and an alternate
network and address for E1 is available, you should specify that
here.

* Management Protocol

The protocol that the Console will use to contact Endpoint 1 for the pur-
pose of setup.

Endpoint 1 to Endpoint 2 Management

e Use Endpoint 1 address as management address

The address and protocol used for test setup and results flows will be the
same as those you specified when you created the endpoint pair. If E1
needs to send setup information, such as the application script, to E2
through an alternate network, clear the box and specify a setup address. If
you are using a datagram protocol and this box is checked, the Console
uses the corresponding connection-oriented protocol for its connection to
El. If you're using IPv6 and this box is checked, E1 uses TCP for IPv6 for
this connection. If you clear this box and supply an alternate address, TCP
for IPv4 is used.

The field below the checkbox holds the network address where E1 can
contact E2. It lets you enter a different address for setup and results flows
between the endpoints than is specified for test traffic in the pair itself.
Endpoint computers can have multiple network addresses. Often, a more
reliable network connection can be made between the endpoints at differ-
ent addresses to ensure that setup and reporting information is received. In
tests running streaming scripts (and in VoIP tests), E2 sends results back to
El. If the network is unreliable, you should specify a more reliable address
for E2 here so that the endpoints use a reliable network for test setup and
reporting.

As you enter the network addresses of endpoints, IxChariot stores them in the
lists. The names are saved in a file named endpoint.dat, which you can
edit with an ASCII text editor.

Do not enter an [P Multicast address in the Endpoint 1 or Endpoint 2
address fields. If you enter an [P Multicast address in either of these fields,
the test fails with error CHR0209. See Adding or Editing a Multicast Group
on page 5-27 for instructions on setting up these groups properly.

Network Protocol

When selecting the protocol the endpoints will use as they execute the commands
in the test script, be aware of the following:

Once the test is run, the protocols you select for all pairs must be correctly
configured and started on the endpoint computers.

5-22

IxChariot User Guide, Release 7.10



Adding or Editing a
Hardware
Performance Pair

How To c
Creating and Runningv;{esg )( IXIA

e Protocols also must be appropriate for the type of work being performed in
the script. For example, if you selected a streaming script, you must select
IPX, RTP, or UDP.

Consult the Application Scripts guide for more information about how the scripts
work, and which types of scripts are available.

You have the option to select TCP, UDP, or RTP for IPv6 for your tests. Refer to
IPv6 Configuration and Testing on page 5-10 for more information.

Confirmation Messages for Endpoint Pair Edits

When you edit an endpoint pair, IxChariot may present one or more confirmation
messages before saving the pair. IxChariot displays a confirmation for the fol-
lowing conditions:

e The Endpoint 1 address differs from the Console-to-Endpoint 1 management
address. This is simply an informational message. If you are using an address
for test setup and results flows between the Console and E1 that is different
from the endpoint address specified in the pair itself, simply select Yes and
continue with your test preparations.

*  You have selected an endpoint IP address defined in the Ixia network config-
uration. This is simply an informational message to inform you that IxChariot
has assigned management network settings based on the settings found in the
Ixia network configuration. Refer to Selecting the Ixia Ports for a Test on
page 4-17 for more information.

*  You have selected alternate management address settings that do not match
the addresses found in the Ixia network configuration. This may indicate an
incorrect configuration setting.

In each case, you can select Yes to proceed with your test setup and preparation,
or select No to remain in the Edit an Endpoint Pair dialog.

Use of IPv6 addresses for Endpoint 1

An IPv6 address may be used for Endpoint 1’s management address.

Related Topics

Creating and Running Tests on page 5-17
HPP Defaults Tab on page 6-23
Examining Timing Records on page 11-3

A hardware endpoint pair utilizes a pair of Ixia test ports as endpoints. It includes
the network and management addresses of the two computers, and an Ixia stream
to used to generate background traffic.
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Restriction: Hardware Performance Pairs and VolP Hardware Performance
Pairs support neither PPP nor IPSec. Although IxChariot allows you to select
port groups that have PPP and IPSec addresses, the streams that IxChariot
sends out will not have PPP or IPSec headers. Only the IP addresses that you
specify in the PPP and IPSec Stack Manager plug-ins will be used.

The Add a Hardware Performance Pair and Edit a Hardware Performance Pair
dialogs contains the following parameters:

Port 1 and Port 2 management addresses

Ixia ports each have an IPv4 management address by which the IxChariot
Console controls the hardware. This management address is of the form:

<base octet 1>.<base octet 2>.<card #>.<port #>

e The first two octets are associated with the base address of the Ixia chassis,
which is normally 10.0.0.0. When two or more chassis are used in an
IxChariot test, all of the chassis need to have different base addresses.
These base addresses may be observed and modified using Stack Manager.

e The third octet is the card number for the port.

e The fourth octet is the port number on the card.

The management addresses for both ports must be entered.
Port 1 network address

Port 1 will be used to generate unidirectional network traffic destined for Port
2. The network address is used in the establishment of the source address for
the traffic. The network address may be an IPv4 or IPv6 address.

Port 2 network address

Port 2 will be used to receive the unidirectional network traffic sent from Port
1. The network address is used in the establishment of the destination address
for the traffic. The network address may be an IPv4 or IPv6 address.

Select Stream

Lets you browse a default file directory which holds Ixia port streams pre-
pared through the use of IxExplorer, ScriptMate, or the TCL or C++ APIL

The default directory is configured using the File..Change User Set-
tings...Directories dialog, under the Where to read hardware performance
stream files: setting.

The defaults for this and the next two settings is configured using the
File..Change User Settings...Hardware Performance Pair Defaults dialog.

A number of VoIP and non-VoIP streams are pre-packaged with IxChariot.
Refer to the Ixia Streams chapter in the IxChariot Application Scripts manual
for details.

This script is applied by Port 1.
Override stream line rate

Hardware pairs are capable of operating at hardware line rates which may
overwhelm DUTs. The line rate specification allows you to optionally set the
the data rate from the hardware ports to be controlled. If this option is not
selected, the stream rate programmed into the selected stream is applied.
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*  Measure hardware performance pair statistics and set filters

Ixia ports are capable of obtaining performance statistics and applying filters
to incoming network traffic. Select one of the following options:

e Select Measure statistics and set filters if you wish to measure additional
Ixia-specific statistics (including latency) and also set hardware filters.

e Select Do not measure statistics and set filters if you do not wish to mea-
sure additional Ixia-specific statistics and do not wish to set hardware fil-
ters.

e Select Set hardware filters only if you wish to set hardware filters but do
not wish to measure additional Ixia-specific statistics.

Ixia ports have the ability to filter network traffic received on the port. Refer
to the Stack Manager User Guide for more information.

Ixia ports are capable of obtaining performance statistics. See Examining
Timing Records on page 11-3. If you choose not to measure performance sta-
tistics, the port pair will only provide background traffic.

* Pair Comment (optional)

A descriptive word or phrase that lets you easily identify each pair in the Test
window.

Related Topics
Adding or Editing a Hardware Performance Pair on page 5-23

The process of cloning a hardware performance pair involves using the addresses
of a non hardware performance pair in order to create a hardware performance
pair. This can be done by selecting a non hardware performance pair in the Test
Setup window and then selecting the Edit ... Clone Hardware Performance Pair.
This will cause the Clone Hardware Performance Pair dialog to be displayed. Its
contents and operation are as described in Adding or Editing a Hardware
Performance Pair on page 5-23.

Related Topics
Adding or Editing an Endpoint Pair on page 5-19

Replicating pairs you’ve already created can be a time saver. Highlight a pair, or
multiple pairs, that you want to replicate and click Replicate on the Edit menu. If
you highlight both a pair and a multicast group, the Replicate menu item is not
available: you must replicate pairs and multicast groups separately.

* Replication Count

Lets you specify the number of copies to make of the highlighted pair(s). The
field defaults to a value of 1, which indicates that one copy will be made of
each of the highlighted pair(s). To specify a number greater than one, enter
the desired number of copies in the Replication Count field or use the up and
down arrow keys to set the Replication Count field to the desired number.
You are limited to the total number of pairs allowed by your IxChariot
license.
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After you have specified the number, click OK to add the replicated pair(s) to
the end of the Test window. If you decide not to replicate the selected pair(s),
click Cancel.

You can reorganize the way pairs are shown in the Test window according to a
series of different criteria. Clicking Sort on the View menu opens the Sort dialog
box, where you specify the first, second, and third criteria by which the pairs will
be sorted:

Sort by

Specifies the first sorting criterion. The list contains the parameters applica-
ble for sorting the test data on the tab now shown in the Test window.

Ascending

Sorts the data in order from smallest to largest values, or in alphabetical order
if host names or group names are used for the endpoints.

Descending

Sorts the data in order from largest to smallest values, or in reverse alphabeti-
cal order if host names or group names are used for the endpoints.

Then by

Specifies the second and third sorting criteria.

The View menu also provides options to group the endpoint pairs and sort the
groups:

Group By

The Group By feature lets you organize the tests into groups, based on a
selected criteria (such as grouping by Pair Comment). Once pairs are
grouped, their results appear in these groups when you print or export. By
default, the no-grouping category “All Pairs” is used. You can group the test
pairs using any of the following criteria:

e Network Protocol — Group the pairs by network protocol.

* Script Filename — Group the pairs by the script filenames used in the test.
For VoIP and Video pairs, the grouping will be based on the codec used.

e Endpoint 1 — Group the pairs by the Endpoint 1 IP address or port group
name.

e Endpoint 2 — Group the pairs by the Endpoint 2 IP address or port group
name.

e Service Quality — Group the pairs by the QoS templates used in the test.
e Pair Group Name — Group the pairs by pair group names.
* Pair Comment — Group the pairs by pair comment.

* Console to E1 Address — Group the pairs by the IP addresses specified in
the Console to Endpoint 1 Management field of the test definition dialogs.

* El to E2 Address — Group the pairs by the IP addresses specified in the
Endpoint 1 to Endpoint 2 Management field of the test definition dialogs.

* Run Status — Group by run status.
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 Ixia Port on E1 — Group the pairs by the Endpoint 1 Ixia port addresses
(these are IP address/card/port designations, such as 10.200.15.69/01/01).
This is applicable only when you are using Ixia ports as endpoints, and you
have assigned port group names (rather than specific addresses) to the test
pair endpoints. When you have a test with many pairs allocated by DHCP,
you can use this grouping option to easily identify which ports were used
to allocate the IP addresses.

 Ixia Port on E2 — Group the pairs by the Endpoint 2 Ixia port addresses
(these are IP address/card/port designations, such as 10.200.15.69/01/01).
This is applicable only when you are using Ixia ports as endpoints, and you
have assigned port group names (rather than specific addresses) to the test
pair endpoints. When you have a test with many pairs allocated by DHCP,
you can use this grouping option to easily identify which ports were used
to allocate the IP addresses.

*  Group Sort Order

When you have endpoint pairs organized in groups, this option lets you sort
the groups of pairs in either ascending or descending order.

Related Topics

IP Multicast Testing on page 10-9

Emulating IP Multicast Applications on page 10-9

Adding or Editing an Endpoint Pair on page 5-19

Adding or Editing a VoIP Endpoint Pair on page 10-38
Endpoint Support for IPv6 on page 5-10

Adding or Editing a Video Multicast Group on page 10-58

General information about IP Multicast is provided in /P Multicast Testing on
page 10-9. To create a test emulating a multicast application, first create a multi-
cast group; click Add Multicast Group on the Edit menu. Multicast group mem-
bers are the Endpoint 2 computers designated as receivers of data from Endpoint
1 in IxChariot tests. When paired with the sending (Endpoint 1) computer, they
are called multicast pairs. The procedure is similar for editing an existing multi-
cast group.

By default, Endpoint 1 executes a test script, collects results, and reports them to
the Console over the same network segment. Depending on the size of your test
or the reliability of your test network, you may want to isolate test setup and
results traffic from actual test traffic; doing so can increase the accuracy of
results or decrease the likelihood that setup data will be lost, causing the test to
fail.

If you want to use an alternate network for setup/results reporting, or a different
network protocol or service quality between the Console and E1 and between the
endpoints, press the Edit Pair Setup >> button and fill in the value for Use End-
point 1 address as management address. The address by which endpoint 1 knows
each of the multicast group members is set up by selecting the group member
from the list and then pressing the Edit Member Setup... button. In the resulting
dialog, fill in the values for Use Endpoint 2 address as management address
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For example, you might use TCP to connect from the Console to E1, yet run a
UDP test between E1 and E2. But keep in mind that IxChariot only uses connec-
tion-oriented protocols for setup communications between the Console and E1,
and that TCP is required for setup communications between E1 and E2.

To use alternate networks, enter a different network address at which the Console
will “know” E1 so that you can use separate networks for setup communications
between the Console and E1 and for actual test traffic.

*  Group Name

A name that is unique within the test. If you do not enter a group name in this
field, IxChariot creates a group name that is a combination of the IP address
and port of the multicast group.

*  Group Comment

A descriptive word or phrase that helps you easily identify each multicast
group in the Test window. Optional field.

* Endpoint 1 to Multicast Group
* Multicast Address

For IPv4, the Class D IP address to use for the IP Multicast test. Valid IP
Multicast addresses are 224.0.0.0 through 239.255.255.255. We recom-
mend using addresses beginning with 225.0.0.0 or higher because many
addresses beginning with 224 are reserved for router usage.

For IPv6, multicast addresses have a prefix of FF00::/8. Within the
reserved multicast address range of FF00:: to FFOF::, the addresses listed
in Table 5-3 are assigned to identify specific functions:

Table 5-3.  IPv6 Multicast Address Usage

Range Usage

FFO1::1 All nodes within the node-local scope.
FF02::1 All nodes on the local link.

FFO01::2 All routers within the node-local scope.
FF02::2 All routers on the link-local scope.
FF05::2 All routers in the site.

FFO02::1:FFXX:XXXX  Solicited-node multicast address, where XX:XXXX
represents the last 24 bits of the IPv6 address of the
node.

Refer to Endpoint Support for IPv6 on page 5-10 for a list of endpoints that
support IPv6.

Although IxChariot verifies that the [P Multicast address you enter is within
the required range, it does not verify the reserved/unreserved status of the
address you enter. See Emulating IP Multicast Applications on page 10-9 for
more information on multicast addresses.
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e Multicast Port

The port number that the multicast group will use. The multicast port must
uniquely identify the multicast group. You can enter values in the range
from 1 to 65535. Avoid using well-known port numbers.

* Endpoint 1 address

The “From” address for this multicast group. Enter an IP address, a host-
name or an address in dotted notation. An example is 199.72.46.202. End-
point 1 acts as the multicast sender.

e Use Endpoint 1 address as management address

The Console will communicate with Endpoint 1 using the network address
and protocol for E1 specified in the pair. If the Console needs to send test
setup information, such as the address of E2, to E1 through an alternate
network, clear the box and specify a setup address. Or clear the box to
select a different protocol. If you are using a datagram protocol and this
box is checked, the Console uses the corresponding connection-oriented
protocol for its connection to Endpoint 1. For example, if you choose the
IPX protocol for the test, the default is to use SPX between the Console
and Endpoint 1. For RTP and UDP, the default is TCP.

The field below the check box holds the network address where the Con-
sole can contact E1. Lets you choose a different address for test setup and
results flows between the Console and E1 than the endpoint address speci-
fied in the pair itself. Endpoint computers can have multiple network
addresses. For example, a computer with multiple adapters may have mul-
tiple IP addresses.

* If you are changing the network address at which E1 contacts E2
with setup information (see “Use Endpoint 2 address as manage-
ment address,” below), you’ll probably need to change the address
at which the Console contacts E1 as well.

* In tests running streaming scripts (and in VoIP tests), be aware that
E2 sends results back to E1. If the network is unreliable, you should
specify a more reliable address for E1 here. It will also be used by
E2 for results flows.

*  Multicast Group Members

Type an IP address (a hostname or address in dotted notation) or select one
from the list. Then click Add to add the endpoint to the multicast group. To
delete a multicast group member, select the group member in the list and click
Delete.

e Use Endpoint 2 address as management address

The network address and protocol used for test setup and results flows will
be the same as those you specified when you created the endpoint pair. If
E1 needs to send setup information, such as the application script, to E2
through an alternate network, clear the box and specify a setup address. If
you are using a datagram protocol and this box is checked, the Console
uses the corresponding connection-oriented protocol for its connection to
El. if you're using IPv6 and this box is checked, E1 uses TCP for IPv6 for
this connection. If you clear this box and supply an alternate address, TCP
for IPv4 is used.
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The field below the checkbox holds the network address where E1 can
contact E2. Lets you enter a different address for setup and results flows
between the endpoints than is specified for test traffic in the pair itself.
Endpoint computers can have multiple network addresses. Often, a more
reliable network connection can be made between the endpoints at differ-
ent addresses to ensure that setup and reporting information is received. In
tests running streaming scripts (and in VoIP tests), E2 sends results back to
El. If the network is unreliable, you should specify a more reliable address
for E2 here so that the endpoints use a reliable network for test setup and
reporting.

* Network Protocol
The protocol to use when sending the IP Multicast data. Choose RTP or UDP.
[P Multicast runs only over these protocols.

e Service Quality (optional)
The quality of service (QoS) to use in this IP Multicast test. If you’ve defined
QoS templates, select one from the list.

e Select Script

Lets you select a streaming script for this multicast group. See “Streaming
Scripts” in the Application Scripts guide for a list of available streaming
scripts.

* Edit this Script

Lets you edit the script you’ve selected for the IP Multicast test. See the
Application Scripts guide for information on editing streaming scripts.

Multicast Script Selection

Related Topics
Adding or Editing a Multicast Group on page 5-27

You can use a streaming script with a multicast group.

Related Topics
Replicating Pairs on page 5-25

Highlight the multicast group you want to replicate and click Replicate on the
Edit menu to get the Replicate a Multicast Group dialog box. Only a single multi-
cast group can be replicated at a time. If you highlight a combination of endpoint
pairs and multicast groups, the Replicate menu item is not available. You must
replicate pairs and a multicast group separately.

The dialog box shows the information for the multicast group that you high-
lighted, except for the Group Name, Group Comment, and Multicast Port
fields. These fields are blank because they must be unique. Enter the information
and modify any other fields that you want to change. See Adding or Editing a
Multicast Group on page 5-27 for more information.
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Related Topics
Understanding the Run Status on page 11-7

Sometimes your test may appear to be taking too much time to go from “Initializ-
ing” status to “Running” status. Usually, this indicates an error at the endpoints,
or in your test configuration.

When you stop a test, the Console sends a message to Endpoint 1 of each pair,
directing them to stop executing their scripts and to return any completed timing
records that they haven’t yet sent. Stopping a test can be accomplished quickly,
except when one or more of the following occurs:

e A script is sending a large amount of data inside a transaction. The endpoint
does not stop until it reaches either an END LOOP or END_TIMER command.

e There are errors at an endpoint.

e There is excessive network congestion.
For either of these last two situations, you may wait indefinitely.

When you stop a test, IxChariot shows a dialog box with the progress: how many
seconds have elapsed since you chose to stop. If you think you’ve waited far too
long for a test to stop, click Abandon Run, which appears after 10 seconds. The
Console has asked the Endpoint 1 computers to stop, but they haven’t yet
returned all their timing records.

Abandon Run is a severe action, to be taken rarely. It is possible that some end-
points are still finishing the execution of a script, or that they are trying to send
their timing records to the Console. If you’ve abandoned a run, wait several min-
utes before starting another test to the same endpoints; on a subsequent run, if
IxChariot encounters endpoint errors or an endpoint does not respond, you may
need to restart each of the endpoints. The easiest, but most drastic, means of
restarting the endpoint is to reboot the system that is running the endpoint. Other-
wise, consult the Stopping and Starting subsections of each chapter of the Perfor-
mance Endpoints guide for your endpoint types for instructions on how to stop
and restart endpoints.

When a pair fails, IxChariot informs all the other pairs to stop after their initial-
ization step unless you have specified on the Run Options for IxChariot not to do
so. If your test appears to be “hung” in the “Initializing” state after a pair fails, it
may because there is a network problem that keeps IxChariot from detecting the
failure. In this case, you may need to stop the test manually. However, if you
have selected the Allow pair reinitialization run option, IxChariot may require
additional time to attempt to reinitialize any pairs that have failed. The amount of
time depends on the number of pairs that IxChariot is attempting to reinitialize,
and the reinitialization options that you have set. Refer to Error Handling Tab on
page 7-14 for more information about options for handling failed pairs.

You can stop a running test by clicking Stop on the Run menu, or simply closing
the Test window.
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Related Topics
Traceroute Tab on page 6-35

To see information about the route data is taking between two endpoints, high-
light a pair in the Test window and click Run Traceroute on the Run menu.
Click Run to start the traceroute. Traceroutes may only be performed on one pair
at a time.

Traceroute testing can only occur if Endpoint 1 in the selected pair is running on
Windows (Windows 95 must have WinSock 2 loaded), HP-UX, IBM AIX,
Linux, Sun Solaris for SPARC and x86, and Windows NT for DEC Alpha. Trac-
eroute testing on some of these operating systems was not supported by versions
earlier than 4.0 of the endpoint software. In addition, IxChariot only collects trac-
eroute information for TCP/IP connections. A traceroute cannot be performed
while a test is running, but it can be performed before or after a test run.

During a traceroute, the IxChariot Console initiates an ICMP (Internet Control
Message Protocol) echo message that travels from the “Source” (Endpoint 1) to
the first router, which sends it back. The time-to-live value on the message
header is changed after each hop, and a record is kept of how long the message
took to reach the “Target” and report back to the Source. Each time the datagram
encounters a router, it sends information back to the Source.

If the message does not reach the Target within the timeout duration and number
of router hops you specified during traceroute configuration, it is abandoned.
Running a traceroute is therefore a good way to test a connection on your net-
work or check a router that you suspect may be down.

e Status

The status of the traceroute test. If an error occurs, the status is given as “Fin-
ished with Error(s).”

* Finished with Error(s)

Indicates that an error occurred during a traceroute.
* Help for Message CHRn

Provides an explanation of a traceroute error and advises how to avoid it.
*  Hop Count

The total number of hops encountered between the Source computer and the
Target.

* Hop Latency

Refers to the amount of time it took the ICMP message to clear a specific
hop, in milliseconds.

* Address
The IP network address of the hop.
* Name

The resolved DNS name of a hop. By default, IxChariot resolves the numeric
IP addresses of traceroute hops into DNS names. You can change this setting
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on the Traceroute tab in the Change User Settings notebook to avoid adding
latency to your time values.

e ** jn Results Data

Indicates that traceroute data was unavailable for that hop. Data may be
unavailable because a firewall is blocking the ICMP message, because the
message timed out, or because connectivity was lost.

e  HTML Results

Shows your traceroute results formatted in HTML. The HTML report shows * if
no data is available for a particular hop.

If you run a traceroute more than once between the same pair of endpoints,
you may see some differences in the results. These differences may be the
result of router behavior, or more specifically, of redirect instructions issued
by the router. Routes can be changed for various reasons, but they are usually
added to the routing table. You may see inconsistent results for a traced route
if the route changes while the traceroute test is running. Therefore, you
should run a test between the endpoints before running a traceroute. This
prompts the router to update the routing table with the redirected route, which
means that you see consistent results.

You must choose a pre-existing endpoint pair to run a traceroute from the Test
window. To run a traceroute between any two computers, select Run Trace-
route from the Tools menu.

Configure traceroute options in the Change User Settings notebook; see
Traceroute Tab on page 6-35 for more information.

Related Topics
Test Setup on page 5-33
Test Results on page 5-34

In some situations, you may need to consider the amount of data not directly
related to the scripts used in an IxChariot test that will nevertheless be sent on
your network during a test. This additional data includes the data required to set
up or initialize a test and the data required to receive the results.

The following related topics provide data sizes for planning purposes. These
sizes are for protocol payload only and do not include the overhead associated
with the protocol or the transport. The actual sizes vary, depending on the end-
point platform and number of script commands.

The numbers provided assume a Windows NT endpoint using the simple script

Filesndl. The values are calculated for a single pair and should be multiplied
by the number of pairs in your test.

Test Setup

Test setup creates data flows between the Console and Endpoint 1 and between
Endpoint 1 and Endpoint 2. The sizes of these flows are summarized as follows:
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Table 5-4.  Flow size summary

Test Setup Flows Size
Between Console and Endpoint 1 1500 bytes
Between Endpoint 1 and Endpoint 2 1000 bytes

Test Results

Getting the results of the test involves sending timing records from Endpoint 1 to
the Console. In a streaming test, these results are first sent from Endpoint 2 to
Endpoint 1. The size of the timing record depends on the protocol used.

An additional overhead is associated with the results; this overhead is applied
once per 500 timing records when batch reporting is selected (once per 300 tim-
ing records with VoIP pairs), or once per timing record when real-time reporting
is selected.

To determine the full bandwidth required, multiply the size of the timing record
by the number of timing records.

Table 5-5. Bandwidth Requirements

Version Timing TCP and UDP, IPX UDP, IPX RTP or
Record SPX (non- (streaming) VolP
Overhead pairs streaming) pairs

Version 6.0+ 20 bytes 22 bytes 46 bytes 84 bytes 132 bytes
with 6.0+
endpoints

Version 5.0, 20 bytes 20 bytes 44 bytes 82 bytes 130 bytes
5.20 and 5.40

For example, for IxChariot 6.0+ with 6.0+ endpoints consider the following test
configuration:

* Reporting type = BATCH
e Protocol = UDP
e # of timing records = 800 (2 batches, or 3 batches for VoIP pairs)

The bandwidth required is calculated as follows:

(20 + (500 * 46)) + (20 + (300 * 46)) = 36,840 bytes.
Multiply by 300 instead of 500 for VoIP pairs.
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Application Groups
Delivered with
IxChariot

Creating a Test from
an Application
Group

Creating Application Group
Tests

IxChariot application groups enable the definition of tests comprising multiple
pairs that:

e start and stop independent of one another, and
* are logically linked, such that an event in one connection triggers the suspen-

sion or resumption of execution in another connection.

Tests of this nature are referred to as synchronized pair tests. IxChariot supports
synchronized pair testing for Regular pairs and VolIP pairs.

IxChariot provides a set of prebuilt application groups, each of which emulates
an application that employs multiple, synchronized connections. These files are
located in the following folders:

C:\Program Files\Ixia\IxChariot\Application Groups\
C:\Program Files\Ixia\IxChariot\Scripts\Gaming\

You can use these application groups to create synchronized pair tests.

The procedure for creating a synchronized pair test differs from that of tests using
individual (non-synchronized) pairs. Unlike individual scripts—which you select
as part of a test definition—you must first import an application group into a test
window. Once you have done that, the procedures for creating the test are nearly
identical to any other test.

Importing an Application Group

To import an application group into a Test window:
1. Open a new Test window.

2. Select File > Application Group > Import.

3. Select the desired application group file (.iag file).
4. Click Import.

IxChariot opens the endpoint pairs defined in the application group.

Creating and Saving the Test

Once you import an application group into a Test window, the remaining proce-
dures are similar to those of any other type of test. Typically, you will perform
these actions to create and execute your test:

1. Assign addresses to the endpoint pairs, using the procedure defined in
Replacing Host Addresses in an Application Group on page 5-36.
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Replacing Host
Addresses in an
Application Group

2. Make any desired modifications to the test scripts (such as modifying script
variables).

3. Execute the test.
4. Save the test.
IxChariot saves the test as a .tst file. This test file operates and behaves just like

any other test file: it is neither dependent upon, nor linked in any way, to the
application group file from which you created it.

The application groups delivered with IxChariot (as well as those that you create
with IxProfile) use symbolic names for the endpoints in the group. For example,
the SIP-VoIP application group uses endpoints names such as caller and callee.
Therefore, when you import one of these application groups, you need to replace
the symbolic names with the actual addresses that you are using in your test.
IxChariot provides the Search and Replace Addresses dialog for this purpose.
To search for and replace addresses in an application group, follow these steps:

1. Click the PG button to display the application group names in the Group col-
umn of the Test window.

2. Select the desired application group.
3. Right-click the mouse to display the pop-up menu.

4. Select Application Group > Search and Replace Addresses... from the
pop-up menu.

IxChariot opens the Search and Replace Addresses dialog. Test addresses and
management addresses are listed separately.

5. Select an address that you want to replace (a test or a management address).
6. Click Modify.
IxChariot opens the Change Address dialog.
7. Enter the replacement address.
8. Click OK to close the Change Address dialog.
9. Click OK to close the Search and Replace Addresses dialog.
IxChariot locates each instance of the address and replaces it with the new

address that you entered. The replacement is made in each of the pairs contained
in the application group.

For Detailed For detailed information about application groups:
Information e Refer to the IxChariot Scripts Development and Editing Guide for detailed
information about creating and editing application groups.
e Refer to the IxChariot Scripts and Streams Reference Guide for detailed
information about the application groups that are provided with IxChariot.
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Scheduling a Test
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Using Test Scheduler

Related Topics

Before Running a Test on page 5-18

Setting Options for Initialization Failure on page 5-18
Initiating Test Execution on page 5-19

The IxChariot Test Scheduler provides an alternative to initiating a test run in
real time. With Test Scheduler, you can:

* Set a date and time to start execution of a pre-configured IxChariot test.

e Save multiple iterations of the test results in separate, uniquely-named, files.

* Specify a recurrence pattern for tests that need to run repeatedly on a specific
schedule.

The IxChariot Test Scheduler uses a visual calendar interface for all of its sched-
uling activities.

To schedule a test (an IxChariot .tst file) to run on specific dates and times:
1. Start IxChariot Console.
2. Select Run Test Scheduler from the Tools menu.

IxChariot opens the Test Scheduler calendar, as shown in Figure 5-4.

You can also launch Test Scheduler directly from the Windows Start menu,
rather than starting it from the IxChariot Console. The menu selection is
Start > Programs > IxChariot > Test Scheduler.

Figure 5-4.  Test Scheduler Calendar
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3. Select the desired calendar view: Month, Week, or Day.

4. Double-click an open time slot. This is the date and time on which you want
to start the execution of a test.

Test Scheduler opens the Test Scheduling window (an example of which is
shown in Figure 5-5 on page 5-39).

5. Select the test that you want to schedule, and specify the desired test execu-
tion schedule, as described in Table 5-6.

Table 5-6.  Test Scheduling Parameters

Parameter Description

General Tab:

Test file Specify the complete path to the test file (the IxChariot
tst file) that you are scheduling. You can use the
Browse button to select the file.

Description Optionally, specify a name that will appear in the
calendar. By default, Test Scheduler uses the test
name as the description.

Scheduling time Specify when you want the test to start:

* Select Start immediately if you want the test to start
as soon as you click OK.

» If you are scheduling a test that has the “Run for a
fixed duration” run option set, specify the Start time.
In this case, the End time and Estimated Duration
fields are not available.

* If you are scheduling a test that has not set the “Run
for a fixed duration” run option, specify the Start
time and either of the following:

— the End time, or
— the Estimated duration.

When you specify the End time, the Test Scheduler
adjusts the Estimated Duration accordingly. If you
specify the Estimated Duration, the Test Scheduler
adjusts the End time accordingly.

Completion Optionally, specify the complete path for an application
actions that will execute upon completion of the test. You can
specify a different application for successful and
unsuccessful test executions.
If the path includes spaces, you need to enclose it
within double-quote characters.
Select the Wait checkbox if you want a waiting test to
start execution only after the designated application
has completed its execution.
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Test Scheduling Parameters (Continued)

Parameter

Description

Copy test file

To save a copy of the test results in a directory other

than your default Tests directory:

* Select the Copy test file checkbox.

* Specify the folder in which you wish to place the
copy of the test results. You can use the Browse but-
ton to select the folder.

Test Scheduler saves the test results to a file using the

original test name with the date and time appended.

This ensures a unique file name for each iteration of

the test.

Recurrence Tab:

Recurrence
pattern

Specify a Recurrence Pattern:

* One time only - No recurrence.

* Daily - The test repeats daily at the time specified in
the Schedule on field.

*  Weekly - The test repeats on a weekly basis. When
you select Weekly, you need to specify the specific
pattern: every n weeks, running on specific days of
the week.

Range of
Recurrence

If the recurrence pattern is Daily or Weekly, specify the
Start date and the end conditions. You can specify No
End Date, End After a specified number of
completions, or End By a specified date.

Figure 5-5 shows an example of the Test Scheduling window.

Figure 5-5.  Test Scheduling Window Example
& Test Scheduling ) x|
General | Hecunencel
r— |=Chariat test
Test file: IC:\F‘rogram Files'lxiahl sCharnioth T ests\top_statz tst _l
Description: Itcp_stats

r— Scheduling time

Start: [ 11:00:01 M ==

End: [11:15:00 aM ==

[~ Start immediately

E stimated duration: |D :jIHrs |14 :jl Min |59 :j’Sec

— Completion actions

On success: | _I [ Wait
O Failure: | _l [ wait
¥ Copy testfile IC:\I:-:Ctests_copies Ij

(] | Cancel | Help
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6.

7.

Once you have specified the schedule, click OK to save the settings.

If you selected Start immediately, the test starts running as soon as you click
OK. Otherwise, the Test Scheduler displays the scheduled test on the calen-
dar. Refer to Table 5-7 for a description of the indicators that the Test Sched-
uler uses to indicate the status of scheduled tests.

Do not exit from the Test Scheduler.

The Test Scheduler must be running at the time a test is scheduled for execu-
tion. Therefore, you should minimize the Test Scheduler whenever you have
tests awaiting execution.

When you minimize Test Scheduler, it places an icon in both the task bar and
the Windows notification area (system tray), as shown in Figure 5-6.

Figure 5-6.  Test Scheduler Toolbar Icon

[LxChariot Test Scheduler|
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8.

Ensure that any test that is scheduled for execution is not open in the IxChar-
iot Console when the Test Scheduler starts the test.

If you have a test opened in the IxChariot Console at the time it is scheduled
to start running, Test Scheduler will report errors when trying to save the test
results to the .tst file.

Modifying a Test Schedule

To modify a test schedule:

1.
2.
3.

Display the Test Scheduler calendar.

Select the month, week, or day view.

Double-click the entry that you want to change.
Test Scheduler opens the Test Scheduling window.
Modify the schedule.

Click OK to save the changes.

Stopping a Test During Execution

To stop a test that is currently running:

1.
2.
3.

Display the Test Scheduler calendar.
Select the Day view.
Scroll to the test that you want to stop.

While a test is running, it displays a light orange status indicator on the calen-
dar.

Right-click on the entry.
Test Scheduler displays a pop-up menu.

Select Stop from the menu.
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Test Scheduler terminates the test execution.

Removing an Entry from the calendar

To completely remove an entry from the scheduling calendar:
1. Display the Test Scheduler calendar.
2. Select the Day view.
3. Scroll to the scheduled test that you want to remove.
4. Right-click on the entry.
Test Scheduler displays a pop-up menu.

5. Select Delete from the menu.

Test Scheduler removes the entry from the schedule.

Viewing Messages for a Scheduled Test

To view the messages associated with a scheduled test:
1. Display the Test Scheduler calendar.
2. Select the Day view.
3. Scroll to the desired test.
4. Right-click on the entry.
Test Scheduler displays a pop-up menu.

5. Select View messages from the menu.

Test Scheduler opens the Test Scheduling Messages window, and displays any
messages associated with the test. Test Schedule reports two types of messages:

e Test Scheduler Status Messages: These messages indicate the status of the
selected test. For example, if the test has started execution, Test Scheduler
displays the “STARTED” message and lists the date and time that the test
started.

e IxChariot Error Codes: If the test has generated errors, Test Scheduler will
display them here.

Only tests that are currently running or have completed their execution will have
messages.

Obtaining Test Results

Once a test has run successfully, you can access the .tst file using the IxChariot
Console to review the results.
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Test Status Indicators

The Test Scheduler calendar uses color-coded indicators to show the status of
tests that appear on the schedule. Table 5-7 describes these indicators.

Table 5-7.  Test Status Indicators

Status Color Description

Armed light blue The test is scheduled for execution.

Overdue light gray The time has elapsed and the test did not run.
This will occur if the Test Scheduler is not running
at the time a test is scheduled for execution.
Refer to step 7 in Scheduling a Test for more
information.

Success light green The test ran successfully.

Failure light red The test ran but generated errors.

Note that if you have a test opened in the
IxChariot console at the time it is scheduled to
start running, Test Scheduler will report errors
when trying to save the test results to the .tst file.

Running light orange The test is currently running.

Waiting light yellow The test is scheduled to begin but it is waiting for
another test to complete its execution.

Stopped light brown The user explicitly stopped the test while it was

running.
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Comparing Test Results

The IxChariot Comparison window lets you compare results from multiple tests.
Comparing as many as 9 tests in a single window can be extremely useful, partic-
ularly when you are comparing baseline results to results taken after equipment
or configuration changes were made.

Figure 5-7. Comparison Window
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The Comparison window resembles the Test window, but it provides no options
for creating new tests or for editing existing tests.

Comparing Tests To compare the results of two or more tests:
1. Open each of the tests that you want to include in the comparison.
You can compare as many as nine tests.

2. Close any test windows that you do not wish to include in the comparison,
including the untitled.tst window.

3. Verify that each of the tests has been run.
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Saving a
Comparison

4. Select Compare Tests from the Tools menu (from any of the open Test win-
dows).

The Comparison window opens and displays the results of all open tests. See
Figure 5-7 for an example.

The markings for graphing or expansion selected in the Test windows are not
mirrored in the Comparison window, so you can manipulate results in the Com-
parison window without affecting the way the original tests are shown. Click
Mark Selected Items on the Edit menu to select items for graphing. The result-
ing graph lets you compare the tests’ overall results.

You can use similar techniques to compare specific groups or pairs across multi-
ple tests. You can perform comparisons with raw data numbers by collapsing and
expanding the appropriate tests and groups in the upper part of the Comparison
window.

Only one Comparison window may be open at once per computer. You cannot
modify tests or run tests from the Comparison window. To modify a test, access
the individual Test window for that test.

To remove a test from a comparison, close that test from within its own test win-
dow. Use the Window menu to move between windows. When you return to the
Comparison window, the test is no longer shown in the comparison.

If a test is currently running in a test window, the Comparison window shows
“Running” as the run status, and the results are not updated in the Comparison
window until the test completes. If an open test does not currently have results,
“n/a” appears in the Results columns.

Just like the Test window, the Comparison window is partitioned into tabbed
areas. The Test Setup tab lets you view information about how the test was con-
figured, and the other tabs let you view the results of a test.

To save a test comparison:

1. Select the Test Comparison window.

2. Select Save Comparison from the File menu.
IxChariot opens a Save Comparison dialog.

3. Enter a name for the comparison file.

When you save a comparison, IxChariot saves the following:
e all the titled tests’ filenames (with directory location)

* the current settings for grouping, sorting, and graphing
 the current notebook tab

 the current throughput units being used.

Untitled tests are not stored in the comparison.
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Save Comparison As

Saves a comparison for the first time, or saves an existing comparison under a
different name. Enter a name for the comparison. You can also select an existing
comparison name. The special characters *, \, and ? are not allowed in a compar-
ison name. To save the comparison, click OK.

If you expand a test or mark pairs in the Comparison window, the Save menu
item is disabled to indicate that the Comparison window does not save expanded
tests or marked pairs. Saving a comparison a second time with another notebook
tab selected overwrites the previously saved comparison.

Saving a comparison does not affect the associated test files and is entirely dis-
tinct from saving or modifying a test file.

You can open a previously saved comparison from the Comparison window.
Comparisons are only accessible from this window and are not stored in the
default Test directory.

To open a saved test comparison:
1. Select Open Comparison from the File menu.
IxChariot opens the Open Comparison dialog box.
2. Select the name of the comparison you want to open from the list.

3. Click OK to open the selected comparison.

IxChariot closes all open test windows that are not part of the comparison, opens
a test window for each test in the comparison, then opens the new Comparison
window.

The Comparison window menus and toolbars—which are describe below—are
very similar to those used in the Test windows.

Access a shortcut Edit menu by right-clicking a selected pair. To see a shortcut
menu containing the Graph Configuration and Throughput Units menu items,
right-click over the graph section of the Comparison window.

Comparison Window - File Menu

The File menu in the Comparison window provides the following selections:
*  Open Comparison

Opens a saved comparison. Refer to Opening a Saved Comparison on page 5-
45.

* Save Comparison

Saves the test comparison properties to a file. Refer to Saving a Comparison
on page 5-44.
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Save Comparison as

Saves the test comparison properties to a file. Refer to Save Comparison As
on page 5-45.

Open Test
Opens another Test window, and includes the test in the comparison.
Print

Prints test setup details and results. If you’ve entered preferences on the Out-
put tab of the Change User Settings notebook, these are used.

Export

Exports test setup details and results to HTML, . TXT, or .CSV file format. If
you’ve entered preferences on the Output tab of the Change User Settings
notebook, these are used.

Exit

Exits the Comparison window.

Comparison Window - Edit Menu

The menu items on the Edit menu let you work with the items displayed in the
Comparison window. You can copy pairs shown in the Comparison window and
then paste the pairs into a Test window. You can also select and deselect multiple
pairs from this window.

Copy

Copies an existing pair or group of pairs from the Comparison window to the
Windows clipboard. First, select the pair(s) to be copied by clicking the indi-
vidual pair. Once selected, the pair is highlighted. When copying three or
more pairs, you can hold down the Shift key and click the first and last pairs
to be copied. The two pairs you clicked, as well as all pairs in between, are
highlighted.

You can paste a pair you’ve copied into a Test window. You cannot, however,
paste pairs into the Comparison window.

Select All

Selects all of the pairs in the Comparison window. All of the pairs in the
Comparison window are highlighted to indicate that they are selected.

Deselect All

Deselects all of the highlighted pairs in the Comparison window. All pairs
that were previously highlighted are no longer selected.

Mark Selected Items

Specifies a pair or pairs for inclusion in a graph or in a printed report. This
command marks all pairs and groups that are currently selected in the Com-
parison window. A column to the left of the pairs displays a graph icon to
indicate that pairs and groups are marked.
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e Unmark Selected Items

Excludes a pair or group from graphs or printed reports. Unmarks all pairs
and groups currently selected in the Comparison window. The graph icon that
once marked a pair or group is no longer displayed.

Comparison Window - View Menu

The selections available from the View menu are identical to those in the Test
windows. Refer to The View Menu on page 3-9 for detailed information.

Comparison Window - Window Menu

The Window menu on the Comparison window lists all of the open windows.
You can use this list to navigate among the open tests and the Comparison win-
dow.

The Help Menu

The Comparison window Help menu gives you instant access to the IxChariot
online help. It includes the following menu options:

* Click Contents and Index to access the IxChariot Help files for the IxChar-
iot Console, Performance Endpoints, IxChariot API, application scripts, and
messages.

e  Click Current Window to get descriptive information about the IxChariot
window you are currently viewing.

e Click Shortcut Keys for a list of all shortcut keys and key combinations
available for the current window.

¢ Click About IxChariot for details on the IxChariot version and build level,
and for information about service and support. The About IxChariot dialog
box contains copyright and release information.

Click Support Info in the About IxChariot dialog box for IxChariot technical
support information.

Shortcut Keys for the Comparison Window

You can use the following keys and key combinations in any IxChariot Compari-
son window, instead of using the mouse.

Table 5-8.  Shortcut Keys for the Comparison Window

Key or Key Command Invoked

Combination

F1 View context-sensitive help for the Comparison window.
F2 View the help Table of Contents and an index of all the

available IxChariot help topics.
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Table 5-8.  Shortcut Keys for the Comparison Window (Continued)

Key or Key Command Invoked

Combination

F9 Show the keys and key combinations available in a
window.

F11 Open the About IxChariot dialog box, which shows version

and build level and provides product support information.

Ctrl+A Select all the pairs in a comparison.

Ctrl+C Copy the test setup for one or more pairs to the Windows
clipboard.

Ctrl+O Open a previously-saved test.

Ctrl+S Save this comparison. If the comparison is untitled, the

Save As dialog box prompts you to choose a filename.

Alt+F4 This key combination can be used to close any window or
dialog box. When used to close a dialog box, it has the
same effect as clicking the Esc key or clicking Cancel with
the mouse.

In addition to these keys, the Alt key can be used in combination with any under-
scored letter to invoke a menu function. The menu function must be visible and
not shown in gray. For example, clicking Alt+F shows the File menu.
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Description

Configuring
Encrypted Setup
Flows

Encrypting Setup Flows

When you click the Run button in the Test window, IxChariot initiates the setup
phase of a test. During the setup phase, the Console sends setup information to
endpoint 1. Endpoint 1 parses the information and sends to Endpoint 2 its portion
of the setup information.

Depending upon the release level of your IxChariot Console and the Performance
Endpoints that you are using, you can choose to encrypt the setup data. Encryp-
tion of setup data is supported in IxChariot 6.30 and above (both the Console and
the Endpoints).

When you enable encryption at both endpoints, the basic information flow is as
follows:

1. The Console encrypts the setup data and sends it to Endpoint 1.

2. Endpoint 1 decrypts the data received from the Console.

3. Endpoint 1 extracts the setup data required by endpoint 2, encrypts it, and
sends it to endpoint 2.

4. Endpoint 2 decrypts the data received from Endpoint 1.

Figure 5-8 illustrates the information flow when encryption is enabled (at both
endpoints). Notice in this figure that the replies from the endpoints are not
encrypted.

Figure 5-8. Encrypted setup data (IxChariot 6.30 and above)
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You configure setup flow encryption using the USE_ ENCRYPTED FLOWS
parameter in the endpoint.ini file for one or both of the endpoints in a test. (Refer
to the IxChariot Performance Endpoints guide for more information about end-
point.ini settings.)

During the setup phase of a test, the IxChariot Console determines whether or not
the endpoints support encryption. If either of an endpoint pair supports encryp-
tion, the Console checks the setting in the Endpoint 1 endpoint.ini file to deter-
mine whether or not to encrypt the setup data before sending it. In similar
fashion, Endpoint 1 checks the setting in the Endpoint 2 endpoint.ini file to deter-
mine whether or not to encrypt the setup data before sending it.
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Compatibility
Scenarios

The USE_ENCRYPTED_ FLOWS flag in the endpoint.ini file takes the follow-
ing values:

*  OFF — The endpoint will not accept encrypted data.
*  ON — The endpoint will accept only encrypted data.

For Endpoint 1, this setting determines whether the endpoint will require
encrypted data from the IxChariot Console. If the parameter is set to ON, then
Endpoint 1 will reject unencrypted setup flows sent from the Console.

For Endpoint 2, this setting determines whether the endpoint will require
encrypted data from Endpoint 1. If the parameter is set to ON, then Endpoint 2
will reject unencrypted setup flows sent from Endpoint 1,

Endpoint 1, however, can send either encrypted or unencrypted data to
Endpoint 2, regardless of the setting of the USE_ ENCRYPTED FLOWS flag.
The possible combinations are described in Table 5-9.

Table 5-9.  Effect of Encryption Settings

If Endpoint 1 And Endpoint 2
USE_ENCRYPTED_ USE_ENCRYPTED_
FLOWS Setting is: FLOWS Settingis: Then ...

OFF OFF Endpoint 1 accepts only
unencrypted data from the
Console, and sends
unencrypted data to Endpoint 2.

ON OFF Endpoint 1 accepts only
encrypted data from the
Console, and sends
unencrypted data to Endpoint 2.

OFF ON Endpoint 1 accepts only
unencrypted data from the
Console, and sends encrypted
data to Endpoint 2.

ON ON Endpoint 1 accepts only
encrypted data from the
Console, and sends encrypted
data to Endpoint 2.

Refer to Table 5-10 for a description of various combinations of
USE ENCRYPTED FLOWS settings.

The encrypted setup flows feature is available in IxChariot release 6.30 and
higher. It is important to note that both the IxChariot Console and the IxChariot
endpoints must be running a supported release level for full feature support.

Table 5-10 summarized the various compatibility scenarios that you may encoun-
ter when using encrypted setup flows. This table assumes that the IxChariot Con-
sole is running at version 6.30 or higher.
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Table 5-10. Data Flow Encryption Scenarios

Console?to Endpoint1 Endpoint1 Endpoint 1 Endpoint2 Endpoint2  Setup Result

Endpoint 1 version endpoint.ini to version endpoint.ini

Data Flow flag setting Endpoint 2 flag setting

Data Flow
unencrypted  Pre-6.30 N/A unencrypted  Pre-6.30 N/A Successful setup.
unencrypted  Pre-6.30 N/A unencrypted  6.30 or OFF Successful setup.
higher
unencrypted  Pre-6.30 N/A unencrypted  6.30 or ON Setup fails. E2 will
higher accept only
encrypted data.

unencrypted  6.30 or OFF unencrypted  Pre-6.30 N/A Successful setup.
higher

encrypted 6.30 or ON unencrypted  Pre-6.30 N/A Successful setup.
higher

unencrypted  6.30 or OFF unencrypted  6.30 or OFF Successful setup.
higher higher

unencrypted  6.30 or OFF encrypted 6.30 or ON Successful setup.
higher higher

encrypted 6.30 or ON unencrypted  6.30 or OFF Successful setup.
higher higher

encrypted 6.30 or ON encrypted 6.30 or ON Successful setup.
higher higher

a.This table assumes that the IxChariot Console is running at version 6.30 or higher.

Displaying

Encryption Settings

Notice in Table 5-10 that the setup fails for the scenario described in the third
row in the table. This is, in fact, the expected behavior. The setup phase is
designed to fail in any scenario where an endpoint requires encrypted data but
receives unencrypted data.

If IxChariot Console is Pre-6.30

The setup phase will fail if the Console is running a pre-6.30 release of [xChariot
and either Endpoint requires encrypted setup data. In this case, the Console will
display error CHRO124. The setup phase will run successfully, however, if nei-
ther endpoint requires encrypted setup data.

The Endpoint Configuration tab in the Test window displays the encryption set-
tings for both endpoints. In addition, if you right-click a pair in the Test window
and select “Show endpoint configuration...” from the menu, IxChariot displays
an Endpoint Configuration window for that pair. This window shows USE
ENCRYPTED FLOWS as either ON or OFF.
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Purpose of the TCP
Sliding Window

The TCP Window
Scale Option

Modifying the TCP Window Size

Obtaining optimal throughput across wide area network connections often
requires adjustments to the TCP window buffers that are used for flow control.
This section explains how to make these adjustments in IxChariot application
scripts.

TCP uses the concept of a sliding window as its primary flow control mecha-
nism. The sliding window allows the source TCP process to transmit multiple
segments on a particular connection before waiting for an ACK from the TCP
process on the destination device. The size of the window determines the number
of bytes that will be transmitted without an acknowledgement. The TCP process
at each end of the connection can dynamically adjust the size of the sliding win-
dow to avoid network congestion. A larger sliding window enables higher
throughput.

The size of the buffers used for the sliding window have a significant impact on
throughput. If the buffers are too large, the sender can overrun the receiving buff-
ers, which will cause the receiver to shut down the send window. However, if the
buffers are too small, you may end up using only a fraction of your available
bandwidth. Careful adjustment of the sliding window is especially important for
networks that have high latency and low bandwidth or low latency and high
bandwidth. Satellite networks, WIFI networks, and 1 GB through 10 GB links
can all benefit from well-tuned TCP window buffers.

TCP was originally developed when wide area links rarely exceeded 56 Kb/s
connection speeds. Therefore, the TCP header provides only a 16 bit field for
specifying the window size, which allows for a maximum buffer space of 64 KB.

To eliminate the 64 KB buffer size barrier, RFC 1323 specifies a TCP window
scale option, which is negotiated at the opening of the connection. The TCP win-
dow scale option provides a means by which an operating system can use the

16 bit Window field in the TCP header to specify a value that scales the TCP
window to over 1 MB. For example, if the scale value is 13, the TCP window
size is computed as:

window = 65535 * 2713 = 65535 * 8192 = 536,862,720 bytes

For TCP windows to scale beyond 64 KB, two things are required.

e The option for TCP window scaling must be active in the operating system.
Some, but not all, operating systems enable this feature by default. For exam-
ple, the option is on by default in Linux and off by default in Microsoft Win-
dows. You will need to verify the requirements of your operating system
prior to using the feature.

e The application must call setsockopt with the SO _SNDBUF and SO_RCVBUF
arguments being passed with the number of bytes to allocate.
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In IxChariot, setting the socket option is done by adding script variables directly
after the CONNECT _INITIATE statement. Setting the TCP Window Size in an
IxChariot Script on page 5-54 describes this in detail.

IxChariot scripts use two types of buffers to manage the sending and receiving of
data:

The SEND and RECEIVE commands define buffers that are internal to the
endpoints. They are unrelated to the TCP sliding window service; rather, they

determine how much data will be sent to the TCP stack for processing for
each SEND and RECEIVE operation.

For example, the send_buffer size variable defines this buffer in the
Ultra_High Performance Throughput.scr script:

12 SEND
13 send = size of record to send (2147483647)
14 buffer = send buffer size (1048576)

The CONNECT _INITIATE and CONNECT ACCEPT commands specify
how much buffer space the operating system should allocate for the TCP slid-
ing window service.

For example, the conn_send buffer el and conn_rcv_buffer el variables
define these buffers for Endpoint 1 in the
Ultra_High Performance Throughput.scr script:

3 CONNECT INITIATE

4 port = source port (AUTO)

5 send buffer = conn send buffer el (536870912)

6 receive buffer = conn rcv buffer el (536870912))

The buffers allocated via the The CONNECT INITIATE and

CONNECT_ACCEPT commands instruct the operating system to allocate buff-
ers of a specific size for the TCP sliding window service. Note that there are four
such variables: two for each endpoint. In the script noted above, the variables are:

conn_send_buffer el
conn_rcv_buffer el
conn_send buffer e2

conn_rcv_buffer e2

Figure 5-9 illustrates the difference between these two types of buffers, and
shows where they are defined within the IxChariot scripts.
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Figure 5-9. Buffers in IxChariot Scripts

12 SEND RECEIVE
13 size = file_size (100000) size = file_size (100000
SEND command send buffer T buiffer = send_buffer_size [DEFAULT] | bulfer = receive_buffer_size [DEFALILT)

End Oint 15 type = send_datatype [NOCOMPRESS)
I:l— 16 ate = send_data. rate (UNLIMITED]

. Connection send buffer
Operating
System Line  Endpoint 1 Endpaint 2

CONMECT ACCEPT
n_part (AUTO)

port = source_part (3UT0) port = d

P
=5 send_buifer = conn_send_buffer_e1(32758) send_bulfer = corn_send_buffer_e2 (32768]
§  receive_buffer = conn_receive_buifer e1(32768]  receive_bulfer = conn_receive_bulfer_s2 (32768)

7 LOOP LooP
8 count = number_of_iming_records (100) count = number_of_timing_records (100

MSS-sized packets on the wire...

Network . | | [

Calculating the The optimal TCP window size is expressed as:

Correct TCP buffer size = 2 * bandwidth * delay

Window Size
In this case, you will use the bandwidth of the slowest link in your path. You can
use ping to obtain the round-trip time (RTT), in which case the formula
becomes:

buffer size = bandwidth * RTT

For example, if you have two hosts with GigE cards communicating over a wide
area connection where the round trip time (RTT) is 70 milliseconds, you can cal-
culate the buffer size as follows:

buffer size = 1,000,000,000/8 * 70/1,000 = 8.75 MB

Based on this calculation, the typical default buffer size of 64 KB would be
clearly inadequate for this connection.

Setting the TCP To set the TCP Window Scale option in IxChariot, you need to add script vari-
Window Size in an ables following the CONNECT _INITIATE statement in the script. This is illus-
IxChariot Script trated in the Ultra High Performance Throughput.scr script:

3  CONNECT INITIATE

4 port =7source port (AUTO)

5 send buffer =_conn send buffer el (536870912)

6 receive buffer = conn rcv buffer el (536870912))
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To add the TCP Window Scale variables in the Script Editor:

1.
2.
3.

Add a pair to your test.
Select the script, then click Edit This Script to open the Script Editor.

Double-click the send_buf fer row that follows the CONNECT_INITIATE
statement. (This is row 5 in the script example shown above.)

The Script Editor opens the Edit Parameter dialog.
Select the Variable radio button.

Select one of the four parameters from the Parameter drop-down list. (Send
Buffer Size on E1 is the first parameter on the list.)

Enter the variable name corresponding to the selected parameter:

Parameter Variable Name

Send Buffer Size on E1 conn_send_buffer_e1
Receive Buffer Size on E1 conn_rcv_buffer_e1
Send Buffer Size on E2 conn_send_buffer_e2
Receive Buffer Size on E2 conn_rcv_buffer_e2

Enter the Current value and the Default value.

These values will be based on the calculation shown in Calculating the
Correct TCP Window Size on page 5-54.

Optionally, enter a Comment and Variable Help text.

The Edit Parameter dialog should appear similar to the example shown in
Figure 5-10.

Figure 5-10. Create Variable for TCP Window Buffer

Parameter ISend Buffer Size on E1 j (¢ Variable ¢ Constant
Warnable name Iconn_send_buffer_e'l j

Current value |268435456

Default value |DEFAULT

Comment |E uifer far TCP ‘windaw

W ariable help

QK I Qancell Help |

9. Click OK in the Edit Parameter dialog to save the new variable.
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Sample Bandwidth

Delay Product

10. Repeat the above steps to create all four of the variables, using the variable
names listed in step ©.

11. To save the script modifications for the current pair only, select Save to Pair
from the File menu in the Script Editor.

Refer to the IxChariot Scripts Development and Editing Guide for an expla-
nation of all of the options for saving a script.

12. Select Exit from the File menu in the Script Editor.

Bandwidth Delay Product (BDP) is the calculation used in Calculating the
Correct TCP Window Size on page 5-54. Table 5-11 provides a matrix of BDP

Values values that you can use when determining the optimal values for the TCP Win-
dow variables.
Table 5-11. Sample Bandwidth Delay Products
One-Way Delay (ms)
1 10 15 30 50 100 500
256 64 640 960 1,920 3,200 6,400 32,000
512 128 1,280 1,920 3,840 6,400 12,800 64,000
768 192 1,920 2,880 5,760 9,600 19,200 96,000
1,024 256 2,560 3,840 7,680 12,800 25,600 128,000
1,536 384 3,840 5,760 11,520 19,200 38,400 192,000
g 2,048 512 5,120 7,680 15,360 25,600 51,200 256,000
::: 3,192 798 7,980 11,970 23,940 39,900 79,800 399,000
% 4,096 1,024 10,240 15,360 30,720 51,200 102,400 512,000
“E 8,192 2,048 20,480 30,720 61,440 102,400 204,800 1,024,000
10,000 2,500 25,000 37,500 75,000 125,000 250,000 1,250,000
34,000 8,500 85,000 127,500 255,000 425,000 850,000 4,250,000
100,000 25,000 250,000 375,000 750,000 1,250,000 2,500,000 12,500,000
1,000,000 | 250,000 2,500,000 3,750,000 7,500,000 12,500,000 25,000,000 125,000,000
10,000,000 | 2,500,000 | 25,000,000 | 37,500,000 | 75,000,000 | 125,000,000 | 250,000,000 | 1,250,000,000
Note that:

e The shaded values were not supported in IxChariot prior to release 6.20, due
to the 64 KB buffer limitation.

e For optimal performance, choose a window size that is a multiple of the MSS.
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Opening the Script
for Editing

Editing a Script
Variable

Editing Script Variables

When you add an endpoint pair to a test, you can configure the variables used in
the test script. This entails three steps:

Open the script for editing in the IxChariot Script Editor, as described in
Opening the Script for Editing on page 5-57.

Modify the script variables, as required for your testing, as described in
Editing a Script Variable on page 5-57.

Save the modifications with the test, as described in Saving the Script
Modifications on page 5-59.

To open a script for editing:

1.

In the Test window, double-click the pair that contains the script you wish to
modify.

IxChariot opens the Edit an Endpoint Pair dialog.

If you have not done so already, select the script for the test.
Click the Edit This Script button.

IxChariot opens the script in the Script Editor

Continue with Editing a Script Variable on page 5-57.

You use the Edit Variable dialog box to modify the value assigned to a variable.
To edit a script variable:

1.

2.

Select the variable from the Variable Name list in the lower area of the Script
Editor window.

Select Edit Variable from the Edit menu.

The Script Editor opens the Edit Variable dialog, as shown in Figure 5-11.
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Figure 5-11. Edit Variable Dialog

Edit ¥ariable - send_datatype

Waniable name |send_datat_l,lpe

Current value I MOCOMPRESS - [randomly generated)

T FPHE hidorily oe d]
niews. cmp - DEFAULT Text file [newsgraup]
lena.cmp - DEFAULT Graphic file [.GIF format)
Embedded payload - [uzer defined)

Payload file - [user defined)

Default value |MOCOMPRESS - [randomly generated) j

Comment |What type of data ta send

Wariable help

This wariable lets yau contral the contents of the data sent during a test. The default, ﬂ
HOCOMPRESS, defeats most network. compression algorithms by sending a loop of
randomly generated data. ZEROS zends all zera data. The standard test file

MEWS. CMP and the standard graphics file LEMA. CMP should be used for most casesll

ak I Qancell Help | Beset |

3. Make any desired changes.

Table 5-12 describes the fields in the Edit Variable dialog.
4. Click OK.

5. Continue with Saving the Script Modifications on page 5-59.
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Table 5-12.  Fields in the Edit Variable Dialog

Field Description

Variable Name A name for the variable that must be unique within the
script, and cannot contain blanks; underscores are
appropriate, however.

Current Value The type of value to be selected. The available choices
vary according to the parameter; for example, if you
chose the Sleep Time parameter, the available choices
are Constant Value and Uniform, Normal, Poisson, and
Exponential Distribution. Do not use commas when
entering values in this field.

The type of variable used for the SLEEP command
allows five values: Constant Value, Uniform
Distribution, Normal, Poisson, and Exponential. For a
Constant Value, one field is presented for the value.
For a distribution, two fields let you enter the upper and
lower distribution range. All values are in milliseconds.
See “Setting Sleep Times” in the “Rules for Scripts”
section of the Application Scripts guide for more
information and pictures of the distributions.

Click Reset to reset the value in the Current value field
to the value showing in the Default value field the last
time you exited the Edit Variable dialog box for this
variable.

Default Value Lets you specify the initial value for the variable, when
the script is loaded from a file into a test. Accepts
numbers to 9 digits. On some variable types, such as
the buffer size on SEND and RECEIVE, you can use
the terms “DEFAULT” or “AUTO.” The DEFAULT value
depends on the network protocol and the endpoints
you are using AUTO, when entered for the
“source_port” or “destination_port” variables, specifies
that Endpoint 1 should choose the port number
dynamically. Do not use commas when entering values
in this field.

Variable Help A description of the variable and how it operates in a
script. You can customize the help text by entering
information in this field.

Saving the Script Once you have modified one or more variables in a script, you will save those
Modifications modifications with the test. To save your script modifications:

1. Select File > Save to Pair.

IxChariot saves your modified script file to disk, using the original script file
name. Your changes will apply only to the script used by the selected pair.

2. Select File > Exit

IxChariot closes the Script Editor and returns to the Test window.
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For More
Information

For detailed information about the script editor, refer to the IxChariot Script
Development and Editing Guide.

Printing Options

Exporting and Printing Results

Related Topics

Custom Printing and Export Options on page 5-64
Output Tab on page 6-33

Output Templates on page 5-65

If you click Print or Export on the File menu in the Test window, you are given
an opportunity to print or export any aspect of the test. You can export formatted
results to any of the following formats:

* an ASCII text file
e a Web page file, in HTML format
e acomma-separated values file, in .CcSv format.

* aPDF file
See Appendix A, IxChariot File Types, for information on each file format.

Before choosing print or export options, remember that tests with many pairs and
timing records can use a great deal of paper. Make sure that the pairs of interest
are expanded in the Test window. If the group whose results you want to print or
export is collapsed, click the plus sign next to that group to expand it. Details
about collapsed pairs are not included when exporting or printing.

After selecting the pairs that you want to include in your report, next choose the
level of detail that you want to see in your printed/exported output..

To print your test or various aspects of it, click the Print option in the File menu.

A Print Options dialog box opens, where the following options are available:
*  QOutput template

Lets you choose an output template. To modify an output template, select it
here. To create a new output template, enter the name of the new output tem-
plate in this field. The special characters *,\, and ? are not allowed in an out-
put template name.

e See Output Tab on page 6-33 for more information on selecting default
output templates.

* See Output Templates on page 5-65 for information on creating output
templates.
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*  Summary report

Shows just the test setup and a summary of any results. You can also choose
to include the information shown in each of the tabs and graphs in the printed
or exported results.

¢ Check “Result Tables” to include the information summarized in the

Throughputl, Transaction Rate, Response Time, Lost Data, and Datagram
tabs.

e Check “Result Graphs” to output the corresponding graphs. When export-
ing results, GIF image files are created for these graphs. This option is only
available for HTML Export.

e Complete report

Shows everything—all the setup information, all the scripts, all the results
analysis, and all the individual timing records. This option is not recom-
mended for printed reports unless you have small tests or plenty of paper.

e Custom

Lets you choose precisely what to show in your report or display the selec-
tions from an output template you have created. Click Select to choose each
option. See Custom Printing and Export Options on page 5-64 for more infor-
mation on this dialog box.

e Printall
Lets you print information about all groups and pairs in the test.
* Print marked groups and pairs

Lets you print information only about selected groups and/or pairs. Before
you can print them, you must mark pairs or groups in the Test window: click
Mark Selected Items in the Edit menu.

e Save options with test

Save the options you have selected in this dialog box along with the test. The
next time you access the Print Options dialog box for this test, the options you
have chosen are filled in.

* Save Template

Saves an output template if you created a new one or modified an existing
template. See Output Templates on page 5-65 for more information.

e Select Printer...

Lets you select the printer for your output from among the printers currently
defined on your computer. To change the characteristics of that printer, click
Properties or Job Properties. For example, you may want to choose land-
scape printing—which may offer you a more readable view of your results. If
you have long addresses or comments, use landscape printing to gain extra
page width.

1. IxChariot measures the throughput associated with packet payload, ignoring headers.
This is referred to as Goodput in RFC 2647.
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Export Options

At the bottom of the dialog box, IxChariot shows the approximate number of
pages to be printed based on the options you have selected.

Note: When printing to a file, if the target printer is set to Pause Printing, the
IxChariot Test window will be disabled indefinitely. To continue, set Pause
Printing to Off.

To export your test or various aspects of it, click the Export option in the File
menu.

The following export options become available:

e HTML..
e Text...
e CSV..
 PDF..

Export options for the HTML, Text, and PDF formats are common for all three,
while the CSV format has its own set of export options.

The following options are available for HTML, Text, and PDF output:
*  QOutput template

Lets you choose an output template. To modify an output template, select it
here. To create a new output template, enter the name of the new output tem-
plate in this field. The special characters *,\, and ? are not allowed in an out-
put template name.

e See Output Tab on page 6-33 for more information on selecting default
output templates.

e See Output Templates on page 5-65 for information on creating output
templates.

*  Summary report

Shows just the test setup and a summary of any results. You can also choose
to include the information shown in each of the tabs and graphs in the printed
or exported results.

* Check “Result Tables” to include the information summarized in the
Throughputl, Transaction Rate, Response Time, Lost Data, and Datagram
tabs.

* Check “Result Graphs” to output the corresponding graphs. When export-
ing results, GIF image files are created for these graphs. This option is
available for PDF and HTML Export.

1. IxChariot measures the throughput associated with packet payload, ignoring headers.
This is referred to as Goodput in RFC 2647.
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* Complete report

Shows everything—all the setup information, all the scripts, all the results
analysis, and all the individual timing records. This option is not recom-
mended for printed reports unless you have small tests or plenty of paper.

e Custom

Lets you choose precisely what to show in your report or display the selec-
tions from an output template you have created. Click Select to choose each
option. See Custom Printing and Export Options on page 5-64 for more infor-
mation on this dialog box.

* Export all
Reports statistics on all the pairs in the test.
* Export marked groups and pairs

Reports statistics on only the pairs marked with a graph symbol where they
appear in the Test window.

* Save Template

Saves an output template if you created a new one or modified an existing
template. See Output Templates on page 5-65 for more information.

e Save options with test

Save the options you have selected in this dialog box along with the test. The
next time you access the Export to HTML/GIF, Export to Text File, or Export
to PDF dialog box for this test, the options you have chosen are filled in.

Related Topics

Custom Printing and Export Options on page 5-64
Output Tab on page 6-33

Output Templates on page 5-65

IxChariot can export results in the widely-supported file format called . csv (for
“comma-separated values”). In . cSv format, values are separated from one
another by commas, with the addition of double-quotes when needed. Popular
spreadsheet programs, such as Microsoft Excel and Lotus 1-2-3, can open and
save files in . CsVv format, making the . csv file format a good tool for coordinat-
ing the information you want to export from IxChariot.

Two characters in . CSV format need special treatment: commas and double-quo-
tation marks.

e Ifacomma is in a string, enclose the whole string in double quotes. For
example, the comment field below contains two commas:

“These commas, here, are part of the comment.”

* Surround each double quotation mark in a string with its own pair of double
quotation marks. For example, the comment field below contains two sets of
double quotation marks:

This endpoint is used in the “““R&D1”““™ department.
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Custom Printing and

The Export to . csv dialog box is shown when you click Export to .CSV on the
File menu. You can select the type of content you want exported from the test.
Clear the boxes for those options that you don’t want to include in your report:

* Test summary and run options
Provides a summary of any results and your run options
e Pair summary
Provides information contained in the Test Setup tab
e Pair details
Provides the timing records for the pairs in your test.
* Export all
Reports statistics on all the pairs in the test
e Export marked pairs

Reports statistics on only the pairs marked with a graph symbol where they
appear in the Test window.

To save all the above selections as a default setting for . CSV export, click
Change User Settings on the Options menu and click the Output tab.

Related Topics

Export Options Exporting and Printing Results on page 5-60
Output Tab on page 6-33
In the Custom dialog box, you can specify the summary and detailed test infor-
mation in your report.
To access the Custom dialog box, click to enable Custom reports and click
Select in the Print Options/Export dialog boxes.
When you export to HTML, graphs are exported as separate files in .gi f image
format. A GIF file can be imported into your word-processing or graphics pro-
grams and can be linked to the Web page created by exporting results.
Clear the boxes for Summary information options that you do not want to
include in your report.
* Run options
Includes a summary of your run options in your results.
e Test Setup (Console to Endpoint 1)
The network address, protocol, and quality of service used for the Console’s
communications with Endpoint 1.
e Test Setup (Endpoint 1 to Endpoint 2)
The network address used for test setup flows between E1 and E2.
* Test Execution
The network addresses, protocol, and service quality used for tests run
between the endpoints.
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Other options include results and/or graphs for Throughput, Transaction Rate,
Response Time, RSSI, Video, TCP Statistics, VoIP, One-Way Delay, Jitter, Lost
data, Datagram results, Raw data totals, and Endpoint configuration. For more
information, see the topics grouped under Printed/Exported Results on page 11-
39.

Because the results are configured in ranges, result tables are not available for
Delay Variation or Consecutive Lost Datagrams. See Jitter and Delay Variation
on page 10-52 and The Lost Data Tab on page 11-31 for more information.

Click to select the Detailed Information options to include in your report:
e Pair configuration

Reports the script commands and variables used for your test
* Endpoint configuration

Reports detailed information about the endpoints in your test. Click End-
point Configuration on the View menu to see this information.

* Timing records

Reports the individual timing records for the pairs in your test. Tests can con-
tain a great many of these—tens of thousands—so we recommend checking
the Raw Data Totals tab to find out how many you have. Click Show Tim-
ing Records in the View menu to see the timing records for a test.

Click Select All to choose all these options. Clear all the options by clicking
Deselect All

One or more of these Print or Export options may be dimmed, indicating that the
option(s) is (are) not available to be reported for this particular test. An option is
enabled only when information of that type exists for the test, or if your version
of IxChariot supports that function. For example, jitter data is available only for
tests using the RTP protocol, and Delay Variation data is available only for Con-
soles that support Voice over IP testing.

Output Templates

Related Topics

Custom Printing and Export Options on page 5-64
Output Tab on page 6-33

Exporting and Printing Results on page 5-60
Export Options for .CSV Files on page 5-63

Output templates let you save printing and exporting options so that when you
want to print a test or export it to HTML/Text/PDF, you include only the results
that you want to see. To set up your output templates, click Edit Output Tem-
plates in the Tools menu.

The Output Templates List dialog box lists any output templates you have
already configured; there are no default templates.
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You can add new templates, modify existing templates, copy and delete tem-
plates from this dialog box. Select and modify any options you want in the output
template and click OK to save it. See Exporting and Printing Results on page 5-
60 for more information on these options.

Once you have created an output template, you can set it as the default for the
tests you print or export. See Output Tab on page 6-33 for more information.

Adding an Output Template

1. Click Tools>Edit Output Templates....The Output Templates List dialog
opens.

2. Click Add. The Add Output Template dialog box opens.

3. In this dialog, enter a name for the new output template in the Template name
field.

4. Go on to select the details to be included in the template:
a: type of report
i:  Summary report: Result tables or Result graphs
ii: Complete report
iii: Custom
b: details to export
i:  Export all
ii: Export marked groups and pairs

5. Click OK. The new output template appears in the Output Templates List dia-
log window.

IMPORTANT:

The following fields are excluded from PDF Summary and Complete reports

generated either from the GUI or using the FMTTST utility:

* Test Setup (Console to Endpoint 1)

* Test Setup (Endpoint 1 to Endpoint 2)

* Raw Data Totals

* Endpoint Configuration

» Detailed Information section (Pair Configuration, Endpoint Configuration,
Timing Records)

If a particular template is used for one export format first (for example, HTML)

and then for PDF, the above-mentioned fields do not appear in the generated

PDF report. In turn, if a PDF template is used for exporting to another format,

the above-mentioned fields appear as disabled.
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Modifying an Output Template

1. Click Tools>Edit Output Templates....The Output Templates List dialog
box opens.

2. Click Modify. The Modify Output Template - [Template Name] dialog opens.
3. Change the details you desire.

4. Click OK. The modified template appears in the Output Templates List dialog
window.

Copying an Output Template

1. Click Tools>Edit Output Templates....The Output Templates List dialog
box opens.

2. Click Copy. The Copy Output Template dialog opens.
3. Enter a name for the new template in the Template name field.

4. Click OK. The template appears in the Output Templates List dialog window.

RUNTST: Running
Tests

Command-Line Programs

IxChariot contains four programs that produce command-line text output. These
let you do many of the console functions (except creating and changing tests),
from a command prompt at the computer where you installed the Console. You
can combine these programs to execute tests from within batch files, intermixed,
for example, with other programs.

Each of these commands writes information to the screen, using stdout. You
can redirect this information to a file, using the > or >> operators. If you choose
to redirect the output to a file, you can print the file or manipulate it with an
ASCII text editor.

See the API Guide for information on the IxChariot API, which provides you
with the ability to automate testing.

Related Topics

Using the Command Line to Run Large Tests on page 8-12
Command-Line Programs on page 5-67

Using RUNTST for Stress and Regression Testing on page 5-69

The program named RUNTST lets you run test files created by the IxChariot Con-
sole program. For tests with more than 5,000 pairs, you should use RUNTST
instead of the Console to run your tests. See Using the Command Line to Run
Large Tests on page 8-12 for more information.

Here’s the syntax of the RUNTST command:

RUNTST test filename [new test filename] [-t N] [-V]

Enter RUNTST at a command prompt on the computer you are using as the Con-
sole.
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* As its first parameter, supply the filespec of an IxChariot test file.

* Its second parameter is optional; you can supply a separate filespec as a target
for the test setup and results. If the second parameter, new test filename,
is omitted, the results are written directly to the original test file.

e The -t (timeout) parameter is optional. If specified, this parameter causes
RUNTST to stop running the test after N seconds. If the specified timeout value
expires while a test is running, the test ends; otherwise, the test Run Options
determine when the test ends.

e The -v (verbose mode) parameter is also optional. By default, RUNTST does
not show results as it runs. The -v parameter causes RUNTST to send all run
information to standard out as it is received.

As an example, here’s how to run the IxChariot test contained in a file named
FILEXFER.TST, and write the results back into that file:

RUNTST TESTS\FILEXFER.TST

The RUNTST program runs until the timing records are returned by all Endpoint 1
computers participating in the test.

Use the FMTTST command to read the binary results data in a test file and pro-
duce a formatted listing.

You can stop a running test by clicking Ctrl+C or Ctrl+Break; RUNTST will ask
you if you really want to exit. If you answer with Y, RUNTST directs the end-
points to stop the test. If the stopping seems to take excessively long, click
Ctrl+C or Ctrl+Break again to exit the program altogether.

RUNTST does not poll endpoints, even if polling is defined in the test file.

RUNTST logs to the file runtst.log. If your runtst. log file grows to more
than 5 MB in size, it may affect IxChariot’s performance. See Keeping Log File
Size to a Minimum on page 8-12 for more information.

If RUNTST reads a test file from an older version, it writes out its test setup and
results in its current version. For example, if you have a test that was created at
version 3.x and you run the newest version of RUNTST, the file that’s written will
be in the newest version—which cannot be read by older versions of RUNTST and
FMTTST. If you’d like to continue using older versions of RUNTST, be sure to
make an extra copy of the test file or write to a new_test filename so you still
have a copy of your original.

The RUNTST and IxChariot Console programs can generally be loaded at the
same time, but only one of them can be running a test at a time. If you’ve
changed your reporting ports on the Firewall Options tab in the Change User
Settings notebook to a value other than AUTO at the Console, RUNTST cannot run
while the Console is loaded—expect to see message CHR0264 at RUNTST.

The RUNTST program is installed at the Console in the Ixia\IxChariot pro-
gram folder.
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Using RUNTST for Stress and Regression Testing

RUNTST is the command-line program that executes the same IxChariot tests you
run at the IxChariot Console. It can be a valuable tool for doing regression and
stress tests. Using the IxChariot Console, you can create and save a variety of
tests, which you can then run from RUNTST. Here is an example of a short batch
file that continues executing three IxChariot tests, one after another.

:top

RUNTST tests/testl.tst
RUNTST tests/test2.tst
RUNTST tests/test3.tst
goto top

Because RUNTST is run from the command line, it is easy to combine it with other
networking tools to build even larger, more complex tests. See RUNTST:
Running Tests on page 5-67 for more information on its operation.

Related Topics
The Error Log Viewer on page 12-8

Whenever one of the console programs encounters a problem, it logs the problem
information to an error log file at the Console. Similarly, whenever one of the
endpoint programs encounters a problem it cannot report to the Console, it logs
that problem to an error log file at the endpoint.

To view an error log, you can use the Error Log Viewer or the command-line
program named FMTLOG. You can also use the Error Log Viewer to view
runtst.log or clonetst.log. See The Error Log Viewer on page 12-8 for
more information.

As the following table illustrates, each console program logs problems to a dif-
ferent log file with the extension . log:

Table 5-13. Log file usage

Console Program Log Filename
IxChariot Console Chariot.log
RUNTST runtst.log
CHRAPI chrapi.log
CLONETST clonetst.log
Endpoints endpoint.log

In addition to Chariot.log, the RUNTST, CHRAPI, and CLONETST error logs at
the Console are always written to a default directory: C:\Documents and Set-
tings\User\My Documents\IxChariot, which can then be changed from User Set-
tings/Directories (see Directories Tab).

For Windows endpoints, the endpoints’ error logs are written to the directory
where the endpoints are installed. For the location of the endpoints’ error logs for
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other types of endpoints, please see the corresponding endpoint chapter in the
IxChariot Performance Endpoints guide.

The program FMTLOG reads from a binary log file, and writes its formatted output
to stdout. Here is the syntax of the FMTLOG command:

FMTLOG log filename >output file

The FMTLOG program is installed at the Console in the Ixia\IxChariot pro-
gram folder and at the endpoints. See the Performance Endpoints guide for addi-
tional information on running FMTLOG on the platform you are using.

Related Topics
Output Templates on page 5-65

The command-line program named FMTTST lets you format your test results. It
reads its input from an IxChariot test file. It can create output in four different
forms: ASCII text, an HTML Web page, PDF, or a .CSV spreadsheet file. When
FMTTST writes spreadsheet output, it appends a file extension of . CsV to the
name of the IxChariot test file you specify.

Here is the syntax of the FMTTST command:
FMTTST test filename [output filename] [-Vv
[-d] | [-h [-c | -t template name]]] | [-p
template namel]]] [-g]

The tst_filename parameter is the name of the IxChariot test file to be format-
ted. The output_filename is the file to which all test output is written. If no
output_filename is supplied, output is directed to stdout. The template
name parameter represents a template containing print/export options created at
the IxChariot Console. See Output Templates on page 5-65 for more information
on working with output templates.

Here are the FMTTST command-line options:

Table 5-14. FMTTST Command-Line Options

FMTTST FMTTST Option Description

option

-h Creates HTML output. This flag controls the format of the output. If
you use this flag, you cannot use the -s flag.

-v Creates a comma-separated output (with file extension .csv).

You can select which aspects of the tests to export by specifying
the specific . CSV options described below. If you use this flag
without specifying . CSV specific flags, the entire contents of the
test are used to create the output. If you use this flag, you cannot
use the -c or -t flag to specify the print/options for the results.
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Table 5-14. FMTTST Command-Line Options (Continued)

FMTTST FMTTST Option Description
option

-c Generate the output according to the export configuration last
used in the IxChariot Console. The -c flag exports the test to
TEXT format, or, in combination with the -h flag, to HTML and
with the -p flag to PDF, using the custom configuration settings
that were last selected at the IxChariot Console. This is useful in
limiting the output to the exact data you are interested in. This flag
controls what print/export options to use for the results. If you use
this flag, you cannot use the -s flag.

-p Creates PDF output. This flag controls the format of the output.
The output filename parameter is compulsory in this case.

-t Creates output based on the print/export options saved in an
output template. Enter the name of the output template after this
parameter. This flag controls what print/export options to use for
the results. If you use this flag, you cannot use the -c flag.

-q Run in quiet mode. There is no confirmation for file overwrites.

e To generate HTML output, supply the -h flag

* To generate PDF output, supply the -p flag

* To generate spreadsheet output in the . csv file format, supply the -v flag
* To generate ASCIT text, run FMTTST with no options

* To generate output based on the print/export options saved in an output tem-
plate, supply the -t flag and the name of the output template you want to use

For example, to see the formatted results for the IxChariot file

Tests\Filexfer.tst on the screen—a screen at a time— enter the following:
FMTTST TESTS\FILEXFER.TST | more

You can also use FMTTST to create Web pages containing test results. The output

files contain the HTML tags needed for any Web browser that supports tables.
Use the -h flag to generate HTML output. For example:

FMTTST TESTS\FILEXFER.TST C:\WEB\XFERL.HTM -h
Graphs are exported and linked to the HTML page with the . gif file format.

Files in . gif files are written to the current directory. The following filenames
are used for the .gifs.

Table 5-15. Filename Usage

Graph Type Filename

throughput graph <testname> throughput.gif
transaction rate graph <testname> trans_ rate.gif
response time graph <testname> resp time.gif
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You can use FMTTST to create spreadsheet output to the . csv file format. This
format can be read by modern spreadsheet programs, such as Excel or Lotus 1-2-
3.

When you export to the .cSV file format, you can use the . CsV flags to specify
which aspects of the tests you want to export. If you do not set one of these flags,
all aspects of the test are exported. These flags can only be set when using the -v
flag.

Here are the FMTTST .CSV options:

Table 5-16. FMTTST .CSV Options
.CSV option .CSV Option Description

-o Provides a summary of any results and
your run options.

-s Provides information contained in the
Test Setup tab of the Test window (Pair
Summary table)

-d Provides the timing records for the
pairs in your test (Pair Details table)

To export all aspects of the test to . CSvV file format, enter the following:

FMTTST TESTS\FILEXFER.TST TESTS\FILEXFER.CSV -v
In this example, the spreadsheet output is written to file Tests\FILEXFER.CSV.

To specify which aspects of the test to export to the .SV file format, enter the
flag for the aspect you want to export after the -v flag. For example, to export
the Pair Summary table, enter the following:

FMTTST TESTS\FILEXFER.TST TESTS\FILEXFER.CSV -v -s

See Export Options for .CSV Files on page 5-63 for more information on the
.csv file format.

The FMTTST program is installed at the Console in the Ixia\IxChariot pro-
gram folder.

The command-line program named CLONETST lets you build complex tests with
very little work. You also have the option to use the IxChariot Visual Test
Designer to build complicated or large tests, but CLONETST lets you build them
from the command line. See Using CLONETST to Add Flexibility on page 5-74
for suggestions on using CLONETST.

CLONETST recognizes the total number of pairs based on the sequential number-
ing, not the actual number of pairs. For example, you have 8 pairs, numbered 1-8,
and you delete pair 5. If you attempt to clone pair 8, CLONETST returns an error
stating that the pair doesn’t exist. CLONETST counts the number of actual pairs,
thus pair 8 to CLONETST is actually pair 7.
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You start by building a test at the Console, adding a few pairs, and saving that
test to a file. The CLONETST program takes two files as input:

* The test file you created at the Console;

* A text file containing a list of pair numbers and network addresses.

CLONETST reads the template pairs from your test file, and creates a third file.
This third file is an IxChariot test file, created by replacing the network addresses
in the first file with those it read from the second file.

Thus, the CLONETST program requires three parameters:
* Original test filename (binary IxChariot file)

e Clone list (ASCII text file)

* New test filename (binary IxChariot file)

For example:

CLONETST input.tst clone.lst output.tst

You specify three items in each line of the second file (named clone. 1st in this
example):

e The pair number to copy from the original test;

e The Endpoint 1 and 2 network addresses, used to replicate the original pair.

These three items must be specified together on a line within the input file, sepa-
rated by spaces. Blank lines in this file are ignored.

The pair number is the sequential pair number in the list. If you have added or
deleted pairs in the test, the pair number may not match the sequential pair num-
ber.

You cannot use CLONETST to build tests with multicast groups. Use the Console
to build tests with multicast groups.

Here’s an example line in a clone list file:

1 NewFromName NewToName

Here’s another example, showing how you might create a test with two endpoint
pairs, using CLONETST to produce a test file with four endpoint pairs. If the orig-
inal test file contained two pairs, such as the following:

Pair 1 - 172.16.1.2 172.17.2.2 TCP Filercvl.scr ..
Pair 2 - 172.16.1.3 172.17.2.3 TCP FTPput.scr ..

and the clone. 1st file contained the following:

192.168.33.10 10.99.98.97
192.168.33.11 10.99.98.96
192.168.33.12 10.99.98.95
192.168.66.20 10.88.87.86
192.168.66.21 10.88.87.85
192.168.66.22 10.88.87.84

NN PP
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the resulting output. tst file would look like this:

Pair 1 - 192.168.33.10 10.99.98.97 TCP Filercvl.scr ..
Pair 2 - 192.168.33.11 10.99.98.96 TCP Filercvl.scr ..
Pair 3 - 192.168.33.12 10.99.98.95 TCP Filercvl.scr ..
Pair 4 - 192.168.66.20 10.88.87.86 TCP FTPput.scr ..
Pair 5 - 192.168.66.21 10.88.87.85 TCP FTPput.scr ..
Pair 6 - 192.168.66.22 10.88.87.84 TCP FTPput.scr ..

We’ve used CLONETST to prune the UDP pair from the output. tst file above.
A clever way to use CLONETST is to build an original file containing each of the
different combinations of protocols and scripts you plan to use. The clone.1lst
file lets you then create tests on the fly, assigning addresses to pairs. You can
omit the pairs you don’t need for a given test.

The CLONETST program is installed at the Console in the Ixia\IxChariot pro-
gram folder.

Using CLONETST to Add Flexibility

Use CLONETST to change network addresses in IxChariot tests. It lets you use
one IxChariot test file as a template for creating another. If you have a small
number of tests that you run, you can combine the different scripts, variables, and
protocols in a “master” test file. Using this file as input to CLONETST, you can
easily create large tests, without using the Console. You can even create new
tests programmatically by creating CLONETST input files and then executing
CLONETST from within your code. With batch programs and a command inter-
preter like Perl or REXX, you can automatically create a flexible collection of
tests. See CLONETST: Replicating Pairs in a Test on page 5-72 for more infor-
mation.
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Getting Started

Visual Test Designer

The IxChariot Visual Test Designer helps you quickly get started running tests
on your network and shows you a graphical representation of your endpoints,

groups, pairs, and test connections.

Figure 5-12. Visual Test Designer
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Use the Test Designer to build a very large test of as many as 10,000 pairs of end-
points. Or just pair up all the endpoints in a range of IP addresses to test a whole
segment of your network. The Test Designer speeds up the process.

You must have version 5.0 or higher of Microsoft Internet Explorer installed to
run the Visual Test Designer. A mouse is also required. Access the Test Designer
by selecting Design from the File menu.

The Test Designer exists to help you create tests. Once you’ve added endpoints
to a diagram of your test and used the Test Designer’s drawing tools to pair them
up, you simply export your test and run it. A tutorial explaining how to use the

Test Designer is available in the Help menu.
The Test Designer has four main components:
e Endpoint and Group List

e Diagram

* Object Bar

e Menus

When you create new endpoints or groups of endpoints, their network addresses
(or group names) appear in the Endpoint and Group List, which runs down the
left side of the Test Designer window. If you click and drag an endpoint address
or group name from the list to the Diagram on the right side of the window,
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graphical representations of the endpoints appear. Create pairs of endpoints by
using Connectors from the Object Bar.

The Test Designer’s Object Bar offers six tools:

Table 5-17. Test Designers Object Bar

Tool Description

’T Select a tool

Create an endpoint

Create an endpoint group

Create a hardware performance endpoint

Connect endpoints or groups (create endpoint pairs)

Add a multicast connection

Add a voice over IP connection

2 4|2 ® 8@

As a first step, you should add some endpoints to the Diagram that your test will
use. Here’s how to create an endpoint:

1.

On the Object Bar, click the Endpoint tool, then click on the Diagram to drop
it.

. In the Create an Endpoint dialog box, choose the type of address you want to

enter for the endpoint. From the Address Type list, choose Single IP
Address. Or skip to step 4 if this computer has multiple virtual IP addresses.

. Enter the network address of the endpoint in the Network Address field. Enter

a DNS hostname, such as www.ixiacom.com; or the IPv4 address of the
endpoint computer in dotted notation, such as 135.25.25.5; or the IPv6
address of the endpoint computer in IPv6 notation, such as
2002:0:13FF:09FF::2.

(Optional) If this particular endpoint computer contains multiple virtual
addresses, choose Range of Virtual IP Addresses from the Address Type
list. Enter the range of IP addresses in dotted notation in the fields labeled
“From” and “To.” Enter the endpoint’s Console to Endpoint 1 address, the
address where the Console will contact these virtual endpoints.

Click OK to save the endpoint. Its network address appears in the Endpoint
and Group List, or, in the case of endpoints with virtual addresses, its Console
to Endpoint 1 address appears. The endpoint’s icon appears in the Diagram.
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To remove an endpoint or endpoint group, highlight it in the List and click
Delete, or click the icon you want to remove and click Delete; either option
removes both the icon and the entry in the List. To remove an icon from the Dia-
gram without removing its address from the List, click the icon to select it and
click Remove from Diagram on the Edit menu.

You can create, use, and clear Ixia network configurations from within the Visual
Test Designer. Visual Test Designer provides the following options from the
Edit menu:

e New Ixia Network Configuration...

When you select New Ixia Network Configuration, IxChariot starts Stack
Manager, allowing you to define a new Ixia network configuration. Once you
have defined the configuration and assigned the ports, the port groups and the
IP addressed belonging to those port groups appear in the Visual Test
Designer Endpoint and Group List window.

e Select Ixia Network Configuration...

When you select Select Ixia Network Configuration, IxChariot opens the
Select an Ixia Network Configuration window, allowing you to load an Ixia
network configuration file. Once you have loaded the configuration, the port
groups and the IP addressed belonging to those port groups appear in the End-
point and Group List window.

e Edit Ixia Network Configuration...

When you select Edit Ixia Network Configuration, IxChariot starts Stack
Manager, allowing you to modify the selected Ixia network configuration.

e Clear Ixia Network Configuration...

When you select Clear Ixia Network Configuration, IxChariot clears the port
groups and the IP addressed belonging to those port groups from the Endpoint
and Group List window.

When you use the Endpoint tool to add a new endpoint to the Diagram, Visual
Test Designer opens the Create an Endpoint dialog box in which you specify the
following parameters. You can modify these same parameters by editing the end-
point (by selecting Edit > Edit...).

* Endpoint Address

An endpoint computer’s network address, or a set of addresses assigned to
that computer’s network interface card (NIC). Enter a DNS hostname, such as
www.ixiacom.com; or the IPv4 address of the endpoint computer in dotted
notation, such as 135.25.25.5; or the IPv6 address of the endpoint com-
puter in IPv6 notation, such as 2002: : 2.

e Address Type

The network addressing scheme that applies to this endpoint computer’s NIC.
A single computer can be assigned multiple IP addresses for testing purposes.
Choose Single IP Address or Range of Virtual IP Addresses from the list.
Enter the address(es) in the Network Address or From and To fields.

* Increment by (range of addresses only—optional field)
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This field lets you delineate separate subnets or classes of address within a
single range. The following table contains some examples:

Table 5-18. Example Address Ranges

Range of Addresses Increment By Addresses Created

From: 10.10.10.1 0.0.0.1 10.10.10.1

To: 10.10.10.10 10.10.10.2
10.10.10.3
10.10.10.4
10.10.10.5
10.10.10.6
10.10.10.7
10.10.10.8
10.10.10.9
10.10.10.10

From: 10.10.1.1 0.0.1.0 10.10.1.1

To: 10.10.10.10 10.10.2.1
10.10.3.1
10.10.4.1
10.10.5.1
10.10.6.1
10.10.7.1
10.10.8.1
10.10.9.1
10.10.10.1

From: 1.1.1.1 0.0.11
To: 1.1.2.2

From: 1.1.1.1 0.2.0.2
To: 1.5.10.5

1.5.10.1
1.5.10.3
1.5.10.5

e Setup Address

The IPv4 or IPv6 network address at which the endpoint should be contacted
with test setup information, if different from address specified above. See
Cloning Hardware Performance Pairs on page 5-25 for more information.
This is the address by which IxChariot identifies the endpoint containing the
virtual addresses, if any are used.

e Contact Endpoint Using Network Address

Instructs the IxChariot Console to use the endpoint’s IP address to contact it
when it acts as E1. Instructs E1 to use the endpoint’s IP address to contact it
when it acts as E2. If this box is checked, you don’t need to enter an address
below.
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The option to enter a Range of Virtual IP addresses is included in case you want
to create tests with many endpoint pairs, but you only want to use a few endpoint
computers to represent those pairs. See Configuring Virtual Addresses on
Endpoint Computers on page 8-15 for a full discussion.

When you use the Hardware Performance Endpoint tool to add a new hardware
performance endpoint to the Diagram, Visual Test Designer opens the Create a
Hardware Performance Endpoint dialog box in which you specify the following
parameters. You can modify these same parameters by editing the hardware per-
formance endpoint (by selecting Edit > Edit...).

*  Management address

The network address at which the endpoint should be contacted with test
management information. See Cloning Hardware Performance Pairs on page
5-25 for more information. This is the address by which IxChariot identifies
the endpoint containing the virtual addresses, if any are used.

e Network Address

An endpoint computer’s network address, or a set of addresses assigned to
that computer’s network interface card (NIC). Enter a DNS hostname, such as
www.ixiacom.com; or the IPv4 address of the endpoint computer in dotted
notation, such as 135.25.25. 5; or the IPv6 address of the endpoint com-
puter in IPv6 notation, such as 2002: : 2.

e Address Type

The network addressing scheme that applies to this endpoint computer’s NIC.
A single computer can be assigned multiple IP addresses for testing purposes.
Choose Single IP Address or Range of Virtual IP Addresses from the list.
Enter the address(es) in the Network Address or From and To fields.

e Increment by (range of addresses only—optional field)

This field lets you delineate separate subnets or classes of address within a
single range. See Figure 5-18 on page 5-78 for some examples.

The option to enter a Range of Virtual IP addresses is included in case you want
to create tests with many endpoint pairs, but you only want to use a few endpoint
computers to represent those pairs. See Configuring Virtual Addresses on
Endpoint Computers on page 8-15 for a full discussion.

When you use the Group tool to add a new endpoint group to the Diagram, Visual
Test Designer opens the Create an Endpoint Group dialog box in which you spec-
ify the following parameters. You can modify these same parameters by editing
the endpoint group (by selecting Edit > Edit...).

* Endpoint Group Name

The name of the group of endpoints you are creating. Identifies the icon that
appears on the Diagram after you add endpoints to the group. Required field.

e Available Endpoints and Groups

A list of endpoints and endpoint groups that you’ve already created. High-
light the endpoint(s) or group(s) you want to add to the new group you are
creating and click Add to add them to the group.
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e Remove

Removes an endpoint or endpoint group from the endpoint group you are cre-
ating. Does not delete the endpoint from the Endpoint List.

* Create New Endpoint

Opens the Create an Endpoint dialog box. See Create or Edit an Endpoint on
page 5-77.

e Create Multiple Endpoints
Opens the Create Multiple Endpoints dialog box.

Click OK to save the endpoints in the Endpoint List. Their group name appears
in the Endpoint List, and a set of grouped icons appears on the Diagram.

Related Topics

Create or Edit a VoIP Connector on page 5-83
Adding or Editing an Endpoint Pair on page 5-19
Normal Endpoints Pairs on page 5-80

Hardware Performance Endpoints Pairs on page 5-82

Connectors transform endpoints and groups of endpoints into IxChariot test
pairs. Click and drag the connector tool from the Object Bar to draw a connector
between two endpoints, between two groups of endpoints, or between an end-
point and a group in the Diagram.

When you add or edit a connector, you must specify an application script, the
network protocol, and other optional parameters to use in tests with the pair(s)
you are creating. When you export and run your test, IxChariot instructs all con-
nected endpoints to run the selected scripts, using the protocols you selected.

When you add or edit a hardware performance connector, you must select a
stream file to use in tests with the pair(s) you are creating.

Normal Endpoints Pairs

When a connector is used to create or edit an endpoint pair between non-hard-
ware performance pairs, the following fields are available on the dialog. When a
hardware performance pair is created, the dialog fields are as described in
Hardware Performance Endpoints Pairs.

*  From Endpoint or Endpoint Group

The endpoint or endpoint group where you began to draw the connector. This
endpoint or group will serve as Endpoint 1 in your test pairs. Re-draw the
connector to change this designation.

* To Endpoint or Endpoint Group

The endpoint or endpoint group where you attached the connector. This end-
point or group will serve as Endpoint 2 in your test. Re-draw the connector to
change this designation.
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* Network Protocol

The network protocol to use in tests with these pairs. Click TCP, RTP, or UDP
in the list or select one of the IPv6 protocols if you're running the IPv6 Test
Module.

* Service Quality (optional)

The quality of service (QoS) to use in tests with these pairs of endpoints. If
you’ve defined QoS templates, click one in the list. Optional field.

e Console to E1 protocol

The IP protocol to use for management communications (between the console
and Endpoint 1). The choices are IPv4 and IPv6.

* Select Script

Specifies the application script to run between the endpoint pairs in IxChariot
tests. Click Browse to select from the folders of available application scripts.

* Connector Count
* Replications

Enter a value in this field to multiply the number of pairs you are creating
with a single connector definition.

¢ Pair Count

Shows how many actual pairs you are creating when you change the num-
ber of replications. For example, if you are creating a group of 30 end-
points and are connecting them to a single endpoint 3 times (by choosing 3
Replications), you are creating 90 pairs.

* Group Connector Properties

Lets you choose how many pairs are created with this connector. Only avail-
able if both of the objects being connected are endpoint groups, or endpoints
with multiple virtual addresses assigned.

e All-to-All Pairing

Creates a full-mesh of pairs from every endpoint to every other endpoint.
For example, if Endpoint Group A contains 20 endpoints and Endpoint
Group B contains 10 endpoints, 200 pairs are created if the Replications
countis 1.

* One-to-One Pairing

Connects each endpoint to another endpoint, using each endpoint in a sin-
gle pair. If the groups contain different quantities of endpoints, the number
of pairs created is equal to the number of endpoints in the smaller group.
For example, if Endpoint Group A contains 20 endpoints and Endpoint
Group B contains 10 endpoints, only 10 pairs are created if the Replica-
tions count is 1.

¢ Connector Comment
e Use Default Comment

Assigns the default comment to the connector. Default comments consist
of the network protocol, the application script name, and the number of
replications.

IxChariot User Guide, Release 7.10 5-81



How To
Visual Test Designer

e Comment

Identifies the connector when it is shown in the Diagram.

Hardware Performance Endpoints Pairs

When a connector is used to create or edit a hardware performance endpoint pair,
the following fields are available on the dialog. When a non-hardware perfor-
mance pair is created, the dialog fields are as described in Normal Endpoints
FPairs.

From Hardware Performance Endpoint

The hardware performance endpoint where you began to draw the connector.
This endpoint will serve as Endpoint 1 in your test pairs. Re-draw the connec-
tor to change this designation.

To Hardware Performance Endpoint

The hardware performance endpoint where you attached the connector. This
endpoint will serve as Endpoint 2 in your test. Re-draw the connector to
change this designation.

Stream
¢ Select Stream

Use this button to select the Ixia stream to be sent from Endpoint 1 to End-
point 2.

e Override stream line rate

You may override the stream line rate for the selected stream by checking
this box and filling in a percentage value between 0 and 100.

Measure hardware performance pair statistics

Checking this box will cause the hardware performance pair to save addi-
tional statistics, including latency.

Connector Count
* Replications

Enter a value in this field to multiply the number of pairs you are creating
with a single connector definition.

¢ Pair Count

Shows how many actual pairs you are creating when you change the num-
ber of replications. For example, if you are creating a group of 30 end-
points and are connecting them to a single endpoint 3 times (by choosing 3
Replications), you are creating 90 pairs.

Connector Comment
¢ Use Default Comment

Assigns the default comment to the connector. Default comments consist of
the network protocol, the application script name, and the number of replica-
tions.
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e Comment

Identifies the connector when it is shown in the Diagram.

Click OK to add the connector(s) to the Diagram. The number of pairs in your
test shows on the Status bar in the lower right corner of the Diagram.

Related Topics

Voice over IP Testing on page 10-34

Create or Edit Connectors on page 5-80

Codec Types on page 10-43

Adding or Editing a VolP Endpoint Pair on page 10-38
Normal VoIP Endpoints Pairs on page 5-83.

VolIP Hardware Performance Endpoints Pairs on page 5-84.

Voice over IP connectors create VoIP endpoint pairs that emulate VoIP calls on
your network. The Create a VoIP Connector dialog box lets you select the param-
eters that match your VoIP application. You can modify these same parameters
by editing the VoIP connector (by selecting Edit > Edit...).

Not all configuration parameters available for VoIP endpoint pairs are available
in the Test Designer. To configure a jitter buffer, for example, add the VoIP end-
point pair from the Test window.

For extensive information about the available parameters, see the topics under
Voice over IP Testing on page 10-34.

Normal VoIP Endpoints Pairs

When a VoIP connector is used to make an endpoint pair between non-hardware
performance pairs, the following fields are available on the dialog. When a hard-
ware performance pair is created, the dialog fields are as described in VoIP
Hardware Performance Endpoints Pairs.

*  From Endpoint or Endpoint Group

The endpoint or group of endpoints that will act as Endpoint 1 in your VoIP
pairs. E1 makes the VoIP call.

* To Endpoint or Endpoint Group

The endpoint or group of endpoints that will act as Endpoint 2 in your VoIP
Replications

¢ Number of concurrent calls

The number of simultaneous calls IxChariot will emulate during tests
between these endpoints. Values must be between 1 and 10,000, inclusive.
Default value is 1.

e Pair count

Shows how many pairs were created when “Number of concurrent calls” was
set.
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Codec

The type of codec used on your network. Choose one of the supported codecs
from the list. Refer to Codec Types on page 10-43 for more information.

Use silence suppression/Voice Activity Rate

Emulates the effects of silence suppression (also called voice activity detec-
tion) on the line during the VoIP test. Refer to Adding or Editing a VolIP
Endpoint Pair on page 10-38 for more information.

Override delay between voice datagrams

Determines the datagram size to be used in the VoIP test. See Adding or
Editing a VoIP Endpoint Pair on page 10-38 for more information. Optional
field.

Timing record duration

The length of each timing record. See Adding or Editing a VoIP Endpoint
Pair on page 10-38 for more information.

Use IPv6 protocol

If checked, tells the Console to use the IPv6 version of RTP as the protocol
for these VoIP endpoint pairs.

Service quality (optional)

Emulates the effects of a Quality of Service (QoS) scheme on call quality. See
Adding or Editing a VoIP Endpoint Pair on page 10-38 for more information.
Optional field.

Group Connector Properties

Lets you choose how many pairs are created with this connector. See Create
or Edit Connectors on page 5-80 for more information.

Connector Comment (optional)
Identifies the connector on the Test Designer Diagram.
Use default comment

By default, the Connector Comment is “VoIP” plus the type of codec, number
of concurrent calls, and service quality selected.

VoIP Hardware Performance Endpoints Pairs

When a VoIP connector is used to make a hardware performance endpoint pair,
the following fields are available on the dialog. When a non-hardware perfor-
mance pair is created, the dialog fields are as described in Normal VoIP
Endpoints Pairs.

From Hardware Performance Endpoint

The hardware performance endpoint that will act as Endpoint 1 in your VoIP
pairs. E1 makes the VoIP call.

To Hardware Performance Endpoint

The hardware performance endpoint that will act as Endpoint 2 in your VoIP
Replications
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Concurrent voice streams

The number of simultaneous calls IxChariot will emulate during tests
between these endpoints. Values must be between 1 and 10,000, inclusive.
Default value is 1.

Pair count

Shows how many pairs were created when “Number of concurrent calls” was
set.

Codec

The type of codec used on your network. Choose one of the supported codecs
from the list. Refer to Codec Types on page 10-43 for more information.

Override delay between voice datagrams

Determines the datagram size to be used in the VoIP test. See Adding or
Editing a VolIP Endpoint Pair on page 10-38 for more information. Optional
field.

Service quality (optional)

Emulates the effects of a Quality of Service (QoS) scheme on call quality. See
Adding or Editing a VoIP Endpoint Pair on page 10-38 for more information.
Optional field.

Connector Comment (optional)
Identifies the connector on the Test Designer Diagram.
Use default comment

By default, the Connector Comment is “VoIP” plus the type of codec, number
of concurrent calls, and service quality selected.

Related Topics
IP Multicast Testing on page 10-9
Adding or Editing a Multicast Group on page 5-27

You can set up a Multicast Group with the Visual Test Designer by using the
Multicast Connection icon on the Object Bar. Click on an endpoint or endpoint
group, drag the connection icon to another endpoint or endpoint group, and click
to connect them. The multicast connector that appears is identified by the multi-
cast address and multicast port you entered.

For more information about I[P Multicast testing with IxChariot, refer to
Emulating IP Multicast Applications on page 10-9.

Test Parameters

Shows the addresses of the endpoints being connected or the name of the end-
point group.

Endpoint 1
The sender of the IP Multicast data. Must be a single endpoint.
Endpoint 2

The recipient or group of recipients of the IP Multicast data. Enter an end-
point address, then click Add to add it to the multicast group.
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Network Protocol
The protocol to use when sending the IP Multicast data. Choose UDP or RTP.
Service Quality (optional)

The quality of service (QoS) to use in tests with these pairs of endpoints. If
you’ve defined QoS templates, click one in the list. Optional field.

Select Script

Browses your Script directory, where IxChariot’s application scripts are
saved. You must use a streaming script for an IP Multicast test.

Multicast Address

For IPv4, this is the Class D address to use for the IP Multicast test. Valid IP
Multicast addresses are 224.0.0.0 through 239.255.255.255. We recommend
using addresses beginning with 225.0.0.0 or higher because many addresses
beginning with 224 are reserved for router usage.

For IPv6, multicast addresses have a prefix of FF00::/8. Within the reserved
multicast address range of FF00:: to FFOF::, the addresses listed in Table 5-19
are assigned to identify specific functions:

Table 5-19. IPv6 Multicast Address Usage

Range Usage

FFO1::1 All nodes within the node-local scope.
FF02::1 All nodes on the local link.

FFO01::2 All routers within the node-local scope.
FF02::2 All routers on the link-local scope.
FF05::2 All routers in the site.

FFO02::1:FFXX:XXXX  Solicited-node multicast address, where XX:XXXX

represents the last 24 bits of the IPv6 address of the
node.

Multicast Port

Identifies one of the possible destinations within a given host computer.
IxChariot uses the combination of the multicast address and multicast port to
uniquely identify a multicast group.

Create Multiple Endpoints

Related Topics
Create or Edit an Endpoint on page 5-77

On the Create menu, click Multiple Endpoints to open the Create Multiple End-
points dialog box. When you fill in the fields provided, the new endpoints appear
in the Endpoint List. To have them appear in the Diagram, click and drag them
from the List to the Diagram.
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* Endpoint Addresses

The address range of the endpoints you want to add to the Diagram. In the
fields labeled From and To, enter a range of valid IP addresses, using either
IPv4 dotted notation (such as 135.25.25.5) or IPv6 notation (such as
2002::2).

* Increment by (optional field)

Lets you delineate separate subnets or classes of address within a single
range. See Create or Edit an Endpoint on page 5-77 for an example.

* Endpoint Group Name (optional field)

Places all endpoints in the specified range into an endpoint group. Can be an
existing group or a new group. If you are planning to build a very large test, it
is easier to create pairs if you place endpoints in endpoint groups.

To modify the endpoint group, select it from the Endpoint List, then select
Edit > Edit...

The Test Designer saves designs in extensible markup language, XML. When
you Save a test, the Test Designer saves your data with the file extension . xm1 so
that you can view your Diagram in a Web browser. To save your data as an
IxChariot test, click Export to IxChariot Test. The Test Designer then saves
your data in a . tst file.

Note: IxChariot test files cannot be loaded into the Test Designer.

If your test contains more than 1250 pairs, you should read the topics in Chapter
8, Large-Scale Tests in IxChariot before running your test.

When you’ve finished setting up your test, you can save it and export it directly
to IxChariot. The File menu offers two options: you can export the test and run it
later (Export to IxChariot Test), or you can export and run it right away
(Export and Launch IxChariot).

Once you’ve completed your Diagram, you can save it as an IxChariot test. Click
Export to IxChariot Test. The Test Designer saves your data in a . tst file,
which you can open in IxChariot. The Test Designer automatically saves the test
with IxChariot’s default Run Options. If you changed the default Run Options in
the Change User Settings notebook, these are the options the Test Designer uses.
It Is therefore a good idea to set these global options beforehand.

When you click Export and Launch IxChariot, you export your test to an
IxChariot test (. tst) file and also open the IxChariot Test window. Your test
appears in the Test window.

If your test contains more than 1250 pairs, you should read the topics in Chapter
8, Large-Scale Tests in IxChariot before running your test.

IxChariot User Guide, Release 7.10 5-87



How To
Visual Test Designer

Viewing Diagram Objects, Tool Bars, and Windows

The IxChariot Visual Test Designer includes standard Windows options for
viewing and organizing the endpoints and groups of endpoints you’ve added to
the Diagram. You can also control how open windows are displayed.

Draw menu
Lets you change your diagram organization.

* Order

When your Diagram contains many endpoints, you can place their icons
over each other by clicking and dragging. To view an endpoint or group
icon that’s been partially obscured, first click it to select it. Then click one
of the following menu items:

Table 5-20.0bject Positioning Menu ltems

Command Description

Bring to Front Places a selected icon in front of another icon.
Send to Back Places a selected icon behind another icon.
Bring Forward Places a selected window first in refresh order.
Send Backward Places a selected window last in refresh order.

e Zoom In or Out

Gives a closer or broader view of the Diagram objects.

View menu

The View menu lets you hide the Object Bar or the Standard Windows Tool-
bar in the Test Designer window.

* Toolbars

Lets you select or deselect the toolbars you want to see.
Status Bar
Lets you hide the Status bar, which is shown by default. It gives you extra

help with each menu item and keeps a running total of the number of pairs
you’ve added to your list.

Window menu

The Window menu lets you control how multiple tests are displayed. It con-
tains standard Windows commands that determine how separate windows
containing various test objects are arranged and viewed.

e Cascade

If you have multiple windows open, arranges them so that their title bars
are visible.

Tile

If you have multiple windows open, arranges them so that they share the
diagram space.
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If you have more than one window open and minimized, arranges window
icons in the diagram space.

Shortcut Keys for You can use the following keys and key combinations in the IxChariot Visual
the Test Designer Test Designer instead of using the mouse.
Table 5-21. Shortcut Keys for the Test Designer

Key or Key Command Invoked

Combination

F1 Get help for the Test Designer.

F2 View Object Bar.

F9 Show the keys and key combinations available in a
window.

F11 Open the About IxChariot dialog box, which shows your
version and build level, and gives you product support
information.

Ctrl+B Send selected object(s) to back.

Ctrl+C Copy the test setup for one or more pairs to the clipboard.

Ctrl+D Delete the highlighted endpoint or group. You are asked
whether you are sure you want to delete that endpoint or
group.

Ctrl+E Create an endpoint.

Ctrl+F Bring selected object(s) to front.

Ctrl+G Create endpoint group.

Ctrl+H Create an hardware performance endpoint.

Ctrl+M Create multiple endpoints.

Ctrl+N Start a new test in the Test Designer.

Ctrl+O Open an existing Test Designer test file.

Ctrl+S Save this test designer definition (with . xm1 extension).

Ctrl+V Paste an endpoint or group from the Windows clipboard.

Ctrl+X Cut an endpoint or group and place it on the Windows
clipboard.

Alt+F4 Close any window or dialog box. Has the same effect as

clicking the Esc key or clicking Cancel with the mouse.
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IxChariot User Settings

This chapter provides a description of the IxChariot global user settings. The user
settings gives you a great deal of control over how tests are run and how results
are reported.

Topics in this chapter:

*  Accessing the User Settings on page 6-2

*  Run Options Defaults Tab on page 6-2

e Error Handling Defaults Tab on page 6-14
e Datagram Tab on page 6-16

e Endpoint Pair Defaults Tab on page 6-19
e VoIP Pair Defaults Tab on page 6-21

*  HPP Defaults Tab on page 6-23

*  VoIP HPP Defaults Tab on page 6-23

*  Video Pair Defaults Tab on page 6-24

e [PTV Defaults Tab on page 6-26

e Application Groups Tab on page 6-27

e Ixia Port Configuration Tab on page 6-28
*  Result Ranges Tab on page 6-29

e Throughput Units Tab on page 6-30

e Directories Tab on page 6-31

e Firewall Options Tab on page 6-32

e Qutput Tab on page 6-33

e Traceroute Tab on page 6-35

*  Warnings Tab on page 6-35
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Accessing the User Settings

To access the Change User Settings window, select Tools > Options > User Set-
tings from the main menu.

User settings include the following:

* Default parameters used in all tests you create

e Default units in which data is recorded and reported

*  Warnings you might see while setting up or running tests
e Directories where IxChariot stores test and script files

e Global options for printing and exporting test results

* Settings specific to voice over IP testing

e Settings specific to application groups

» Settings specific to Ixia port configurations

» Test configuration for running tests through firewalls.

All of the user settings are applied globally to IxChariot. However, you can also
define test-specific values for the following options: Run Options, Result
Ranges, Datagram, and Ixia Port Configuration. Test-specific settings override
the global settings. Refer to Chapter 7, Test Run Options for information about
the test-specific run options.

Run Options Defaults Tab

Related Topics

Performance Testing on page 6-2

How to End a Test Run on page 6-3

How to Report Timings on page 6-4

Polling the Endpoints on page 6-6

Clock synchronization on page 6-7
Management Quality of Service on page 6-9
Miscellaneous Run Options on page 6-12
Datagram Tab on page 6-16

This notebook page lets you change the default run options for your IxChariot
tests. Note that you can modify all of the options that are presented on this tab on
a per-test basis (using the Run Options tab accessed from the Run menu). Also
note that the options set on the Run Options tab are test-specific and they take
precedence over the default settings.

Performance Related Topics

Testing Run Options Defaults Tab on page 6-2
Designing IxChariot Performance Tests on page 10-84
Polling the Endpoints on page 6-6
Setting Run Options for Performance Testing on page 8-4
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Run Options Defaults Tab /\

How to End a Test Run on page 6-3
How to Report Timings on page 6-4
How Long Should a Performance Test Run? on page 10-86

The checkbox labeled Set the test run options for performance testing auto-
matically configures testing options to achieve the highest performance results.
Checking this box changes the default settings for the following test configura-
tion parameters:

* How to report timings. The default setting lets you see the results in real time,
as the test is running. For more accurate performance measurements, it is bet-
ter to report in batch because batch reporting doesn’t consume extra CPU and
network resources during the test.

* Poll endpoints. The default setting specifies that the [xChariot Console will
poll the endpoints once every minute during a test run. Polling also consumes
network resources, creating extra data flows that interfere with performance
measurements, so polling is disabled when you check Performance Testing.

Other default run options are already appropriate for performance testing. If you
have changed the defaults for How to end a test run, Collecting endpoint CPU
utilization, and Collecting TCP statistics, checking the Performance Testing
checkbox changes your settings back to achieve higher performance. CPU col-
lection, TCP statistics collection, Data Validation, and the New Random seed
option are all automatically turned off for performance testing.

It Is highly recommended that you enable performance settings for tests of more
than 500 pairs. See Setting Run Options for Performance Testing on page 8-4 for
more information.

Related Topics

Run Options Defaults Tab on page 6-2
Miscellaneous Run Options on page 6-12
Polling the Endpoints on page 6-6

How to Report Timings on page 6-4

This section of the Run Options notebook provides three ways to determine when
a test run is complete. Some endpoint pairs run much faster than others, depend-
ing on the script variable values, endpoint computer CPU speeds, and network
equipment. Unless you run a test for a fixed duration, you may find that some
pairs have completed all their timings before other pairs have even reported once.
You should experiment to get a good balance among pairs. The choices for end-
ing a test run are as follows:

* Run until any pair ends

Stops the test run when any endpoint pair completes executing its script or
ends with an error. Any timing records received after this first pair completes
its script are discarded. This ensures that all timing records used in the calcu-
lations were generated while the other endpoint pairs were still executing
scripts.

This setting is recommended for performance testing, particularly for highly
utilized lines, because it shows measurements taken during times of maxi-
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How to Report
Timings

mum contention for shared bandwidth. As soon as a pair finishes its script, all
pairs stop taking measurements, which means that no pair has an opportunity
to communicate over an empty line.

Sometimes a pair running a streaming script will complete the test with fewer
timing records than you specified in the script (in the script's

number_of timing_records parameter). This is because some data may have
been lost. A timing record is complete when Endpoint 2 has received enough
data to fill (and sometimes overflow) that record. However, one timing record
may contain lost data as well as successfully received data. The disparity in
the number of bytes sent and bytes received can cause the pair to complete
before Endpoint 2 can complete the total number of timing records for which
data was sent.

Run until all pairs end

Allows all endpoint pairs to run until they have completed all the commands
in their scripts or ended with errors.

Tests using this option may generate misleading data. The problem occurs as
scripts finish and there is less competition for available bandwidth. In fact,
the last executing script could have the network all to itself and report much
better results than it would if other pairs were still executing scripts—the
most likely situation under normal operating conditions.

This option is recommended only if the endpoint pairs do not share the same
network resources—that is, if they use different routers and physical media.

Run for a fixed duration

With this option, all endpoint pair scripts run for a fixed period of time, ignor-
ing the number of timing records value in their output loop. At the end
of the period, the endpoints stop and Endpoint s return their results. You can
choose values from 1 second to 99 hours, 59 minutes, and 59 seconds.
Although the default setting is 1 minute, we recommend 2 to 5 minutes for
most performance testing. It Is important to test for a sufficient length of time
to generate at least 10 timing records; the records represent data samples, and
you need enough samples to ensure test reliability.

You may set a much longer duration for stress testing. However, because
application scripts generate roughly 50 timing records per minute on a LAN,
setting the duration to long time periods can generate an enormous number of
timing records—potentially exceeding the storage capacity of some console
computers. We recommend using the Script Editor to tune the inner loops of
your scripts so that they generate timing records less frequently. Experiment
before running multi-hour, multi-pair stress tests. The run time duration is
checked every time an END_LOOP or END TIMER command executes. This
may cause the actual run time to slightly exceed the run time you type here.

The “fixed duration” option for performance testing is useful because it
avoids situations in which some endpoint pairs complete their scripts long
before the others, leaving the last pairs a nearly empty line over which to
communicate. But be careful not to overstress your network with extraordi-
narily long tests and many pairs.

Related Topics
Run Options Defaults Tab on page 6-2
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Factors Affecting Results on page 11-52
Performance Testing on page 6-2
How to End a Test Run on page 6-3

The Run Options dialog box also gives you an opportunity to determine how
results of a test will be reported. Because of the extra data flows created between
each Endpoint 1 computer and the Console, the way the Endpoint 1 computers
report the data in their timing records can affect test results. You can choose
between two reporting methods:

e Batch

With this setting, timing records are saved at Endpoint 1 and forwarded to the
Console at the end of the test. Results are not displayed until the test com-
pletes, or until 500 timing records have been collected (or 300 for VoIP pairs).
This keeps network traffic from Endpoint 1 to the Console from interfering
with the actual performance measurements on your network. If you want to
find out the progress of the test, click the Poll button.

Batch reporting is always the recommended option for any performance test-
ing.
* Real-time

With this setting, every time a timing record is created, it is sent back to the
Console. The Console updates the Test window as the timing records are
received, letting you see how the test is progressing. While this is handy for
verifying tests, real-time operation can have dramatic, negative effects on the
test being run. Results are updated at least every 5 seconds. The specific
amount of time between updates depends on the number of pairs in the test.
Even if you choose real-time reporting, if you are running a loopback test
containing multicast groups in real time, it may take several minutes for the
timing records from the test to be shown in the Console.

We strongly recommend doing performance measurements with batch tim-
ings, which avoid the extra network traffic of real-time operation. This extra
traffic is doubled when executing a streaming script since the timing records
are sent from Endpoint 2 to Endpoint 1, which then forwards the records to
the Console. While real-time results look “cool,” they consume resources in
the network, at the endpoints, and at the Console. The worst-case behavior of
real-time reporting occurs with many endpoint pairs, each generating timing
records frequently.

¢ Console behind Firewall

Select this option if there is a firewall between the IxChariot Console and
endpoint 1. When you select this option, the IxChariot Console will initiate
the connection with endpoint 1 for the duration of the test, thereby ensuring
that endpoint 1 will be able to transmit timing records whenever needed.

If you do not select this option, endpoint 1 initiates a connection with the
Console whenever it has timing records to transmit. If there is no firewall, the
connection is established successfully. However, if there is a firewall between
endpoint 1 and the Console, it will prevent endpoint 1 from establishing the
connection, in which case the test results will not be received by the Console.

Refer to Firewall Testing on page 10-13 for more information about test envi-
ronments that include firewalls.
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Polling the
Endpoints

Related Topics
Performance Testing on page 6-2
Factors Affecting Results on page 11-52

When you click Poll Endpoints Now on the Run menu during a running test, the
Console sends a request to each of the Endpoint 1 computers in the test to return
the number of timing records they’ve generated so far.

There are two good reasons to poll the endpoints while a test is running:

e The test is reporting results in Batch, and you want to retrieve either a count
of timing records that have been collected, or retrieve the actual timing
records so that you can view them in the table and on the graph, without wait-
ing for the test to finish. (When reporting results in batch mode, IxChariot
normally saves the timing records at Endpoint 1 and forwards them to the
Console only at the end of the test or until a set number of timing records
have been collected (500 records for regular pairs, 300 records for VoIP
pairs).

*  You suspect that one or more Endpoint 1 computers can no longer be reached.
If Endpoint 1 is powered off during a test, the Console never actually knows
because the Console doesn’t maintain a connection with Endpoint 1 while a
test is running. Polling forces the Console to initiate contact with each End-
point 1 computer.

Polling can, however, adversely affect your test results. As a general guideline,
you should disable the Poll endpoints option for a test that has 500 or more pairs.
If polling is enabled for a test with a large number of pairs, IxChariot may return
a CHR 0245 error. Further, you should refrain from selecting Poll Endpoints
Now from the Run menu during the execution of a test that has a large number of
pairs.

You can set the following options to control IxChariot polling behavior:
* Poll endpoints

Select this option to allow IxChariot to poll endpoints during a test. De-select
this option to disable polling.

e Interval

This option allows you to specify the automatic polling interval, in minutes,
when the test is run in real-time mode.

* Retrieve Timing Records

When this option is selected, IxChariot returns the actual timing records when
you click Poll Endpoints Now on the Run menu. When it is not selected,
IxChariot returns only a count of timing records when you click Poll End-
points Now on the Run menu.

This selection is applicable only to tests run in batch mode. Tests that run in
real-time mode always retrieve actual timing records

The more endpoints involved in a test, the less often IxChariot refreshes status
changes in the Test window. This reduces the overhead of updating records at the
Console. For large tests, this refresh period can take quite a long time. The actual
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status of the endpoint (polling or running) may not be evident for a while, even
though the run status has changed while the test is running.

Related Topics

Ixia Port Access Restriction on page 4-4
One-Way Delay on page 10-47

The One-Way Delay Tab on page 11-27

The clock synchronization options allows you to specify the timing source for the
endpoints on a test network. There are three potential timing sources:

Ixia hardware timestamps:

An Ixia chassis backplane can provide the timing source for all the ports in a
chassis chain. In this case, an endpoint obtains an Ixia hardware timestamp
each time it sends a time value over the network. The receiving node also
obtains an Ixia hardware timestamp, thereby enabling IxChariot to perform
the necessary time calculations using the hardware timestamp clock as the
reference system. Using Ixia hardware clock synchronization produces the
most reliable method of reporting one-way delays.

If you are setting up a test that uses a virtual chassis chain based on Ixia
AFD1 GPS clocking, you must select Ixia hardware timestamps as the clock
synchronization option. (Refer to Using an AFD1 in an IxChariot Test
Network on page 4-23 for more information.)

External device:

Clocking for Linux endpoints can be provided by external Network Time
Protocol (NTP) servers that are synchronized to the Global Positioning Sys-
tem (GPS).

Note: IxChariot provides external clock synchronization support for Linux
endpoints only.

External clock synchronization requires properly-configured NTP servers.
IxChariot does not verify that the external timing source is operational or
accurate. Consequently, if an NTP server is misconfigured or inoperable, test
results will be invalid.

You can use either of the following configurations when using NTP servers
and the GPS as the external clocking source:

e Each IxChariot Linux endpoint is configured with Performance Endpoint
software, a GPS device, and a properly-configured NTP server.

* Each IxChariot Linux endpoint is configured with Performance Endpoint
software, but is not configured with a GPS device and an NTP server.
Instead, a GPS device is connected to a separate network node on which
the NTP server is running. In this case, the IxChariot endpoints synchro-
nize to the NTP server over a local (very low latency) network. This con-
figuration generally yields lower accuracy than the first configuration.

Using external synchronization as the timing source is generally more reliable
than using the endpoint internal timers, but less reliable than using Ixia hard-
ware timestamps. External synchronization is preferred over endpoint inter-
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nal timers on high latency networks, whereas endpoint internal timers are
recommended for endpoints that are on the same LAN.

Endpoint internal timers:

When neither Ixia hardware timestamps nor an external device can be used as
the clocking source, Endpoint 1 and Endpoint 2 synchronize their time using
their internal timers. This synchronization occurs during test initialization.
The endpoints periodically synchronize their clocks based on the estimated
clock deviation computed from previous synchronizations. (You can force a
clock synchronization for each test run by setting the FORCE _CLOCKSYNC
keyword in the endpoint.ini files.)

The Run Options provide two clock synchronization options: Use Ixia hardware
synchronization, and External synchronization. You can select both, either, or
neither of these to specify the clock synchronization method you will use for
your test network. Table 6-1 describes the effect of setting these options.

Table 6-1.  Effect of Clock Synchronization Settings

Options:

Use Ixia

hardware clock External Preferred Clock Fallback Clock

synchronization ~ synchronization | Source: Source:

Yes Yes Ixia hardware External device.
timestamps.

Yes No Ixia hardware Endpoint internal
timestamps. timers.

No Yes External device. N/A

No No Endpointinternal  N/A
timers.

As shown in Table 6-1, the timing source that each endpoint pair uses in a test
depends upon the selected options and the availability of that specific source:

e Use Ixia hardware clock synchronization

When this option is selected, all pairs attempt to use the Ixia hardware time-
stamp as the timing source on the test network. If the Ixia port hardware
timestamp is not available to a specific endpoint pair, that pair will use:

 the external clock source, if External synchronization is selected, or
* the endpoint internal timers, if External synchronization is not selected.

This provides support for tests in which Ixia pairs and non-Ixia pairs are both
used.

If available, Ixia hardware clock synchronization is always preferred over
external synchronization, which, in turn, is always preferred over endpoint
internal timers.

External synchronization

When only this option is selected, all Linux endpoint pairs obtain their timing
values from the external timing source. IxChariot does not validate the pres-
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ence of or the reliability of the external timing source. Rather, IxChariot
assumes that the clocking is provided by an external system.

Related Topics

IxChariot Network Topology on page 2-2
IxChariot Test Process Overview on page 2-5
Chapter 9, Quality of Service Testing

The Management Quality of Service section of the Run Options dialog allows
you to specify QoS settings for IxChariot management traffic. There are two dis-
tinct management QoS settings:

e Console Service Quality

This setting specifies the QoS template that IxChariot will use for manage-
ment traffic sent from the console to Endpoint 1. This traffic includes the pre-
setup and setup data that the console sends to Endpoint 1 prior to the start of
the test.

* Endpoint Service Quality

This setting specifies the QoS template that IxChariot will use for all other
management traffic: management traffic from Endpoint 1 to the console, and
management traffic between Endpoint 1 and Endpoint 2. This traffic includes
the pre-setup and setup data that Endpoint 1 sends to Endpoint 2 prior to the
start of the test, the test results that Endpoint 2 sends to Endpoint 1 during the
test execution, and the test results that Endpoint 1 sends to the console during
the test execution.

To specify IxChariot default settings for either or both of these, select the desired
QoS templates in the fields on the Run Options Defaults tab in the Change User
Settings window.

To specify Management QoS settings for a specific test, first open the test, then
select the desired QoS templates in the fields on the Run Options tab in the Run
Options window. The per-test settings override the default settings.

The following points summarize the operation of the Management QoS feature:

* QoS values that are to be used for all management traffic will be set through
the IxChariot console—or through the use of IxChariot APIs—and transmit-
ted to the endpoints in the setup phases, before the test begins running. There-
fore, the same QoS values will be used for management traffic by all the pairs
in a test. Different tests can use different values or even disable the use of
QoS for management entirely.

*  When a QoS value is selected for management traffic, that value will be used
for all management traffic throughout the test, whether or not different pairs
use separate logical networks for this traffic.

* There are two separate settings for QoS management traffic: Console Service
Quality and Endpoint Service Quality.

*  Only TOS and DSCP templates are supported for management traffic.
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e The TOS and DSCP QoS templates will be available for use with manage-
ment traffic only if all the stations involved in the communication (console
and endpoints) support them.

* QoS values for management traffic will be used during the sending of all
commands: pre-setup, setup, stop, and so forth. Refer to QoS During the
Three-Way Handshake on page 6-10 for a description of the QoS values used
during the initial three-way handshake.

* Management QoS settings will be used for all timing record transmissions
and for clock synchronization.

The following limitations apply to the Management QoS feature:
* QoS for management traffic is not supported on the following:
* hardware performance pairs
e VoIP hardware performance pairs
e IPX/SPX (used as the protocol for the management network)
e IPv6 (used for management traffic between the Console and Endpoint 1).

*  Only TOS and DSCP templates are supported for management traffic.

The default Management QoS templates defined for IxChariot at any given time
are saved in the registry, and loaded from the registry when the IxChariot Con-
sole starts up. Once saved in the registry, the default QoS templates are used in
every new test created from that console (unless you select different QoS tem-
plates for a specific test).

The QoS settings that you set as run options affect only the current test and are
therefore saved in the test file (tst file extension). Loading a particular test file
will also load its saved run options, including the preferred values for manage-
ment QoS. Furthermore, QoS values loaded as run options will override any pre-
vious default settings applied to the test.

However, both the registry and the test file contain only the name of the template
used for management QoS. The actual template is stored in the servqual.dat file,
as are test traffic QoS templates. Therefore, for a template to be applied properly,
the description corresponding to its name must be present in this file. This is
especially important when relocating tests from one machine to another. If a test
uses a custom named template, it is necessary to either copy servqual.dat onto the
new machine along with the test, or rebuild the template with known values
before running the test.

QoS During the Three-Way Handshake

During the TCP three-way handshake connection establishment process, IxChar-
iot sets a QoS value on the accept socket of the connection. Setting the QoS val-
ues for the pre-setup flow requires some processing that is not required for other
traffic flows. Specifically, it requires the use of the

INITIAL_ MANAGEMENT _TOS value specified in the endpoint.ini file. During
pre-setup, the console sends a buffer to Endpoint ,1, and Endpoint 1 sends a
buffer to Endpoint 2. These buffers contain the QoS values that will be used for
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all management traffic during the test. However, the endpoints must parse those
buffers to learn the QoS values. Once the pre-setup flow is complete, the end-
points use the QoS values that are specified for all the connections, including the
three-way handshake.

During the pre-setup flow, if the console is the TCP sender, the QoS settings are
handled as follows:

1.

The console (sender) initiates the TCP connection, sending the initial SYN
packet. The console will always use the QoS values set in Run Options.

Endpoint 1 (the receiver) responds with SYN and ACK. This is where the
INITIAL MANAGEMENT TOS value from the endpoint.ini file is used.
The receiver must use this value because it will not know the Run Options
QoS value until it receives the buffer and parses it.

The console (sender) responds with an ACK. The connection is established.
The console (sender) sends the management buffer containing the QoS value.

Endpoint 1 (the receiver) parses the buffer and gets the QoS value. From this
point on, the endpoints will use the Run Option QoS value to communicate
with the sender.

Note: For Linux and Unix endpoints, the receiving side sends an acknowl-
edge packet as soon as the buffer is received (before parsing starts). There-
fore, this ACK packet will use the QoS marking from endpoint.ini file.
(However, if there was a previous run, the QoS markings will be inherited
from that run.)

The receiver sends a response to the sender. The sender acknowledges. They
close the connection. All these use the proper QoS values from run options.

Notes:

* When an endpoint is the sender, it will initiate the connection only after it
has parsed the needed value from a previously sent buffer. Therefore, it
does not require the use of the INITIAL_ MANAGEMENT_TOS value
from the endpoint.ini file.

* If subsequent tests are run using different QoS settings, and the end-
points are not reset, the values from the previous run will be used during
the pre-setup phase. The QoS values will be reset when the endpoint
parses the buffer.

*  On Windows endpoints, if you change the Endpoint QoS value such that
no template is specified (or a null QoS value is specified), the endpoint
will not be able to reset the QoS value that was set during pre-setup.
Therefore, the receiving side will use the value from the previous test
throughout the pre-setup flow.

Refer to Chapter 9, Quality of Service Testing, for detailed information about cre-
ating QoS templates, and for procedures for using Quality of Service for applica-
tion traffic.
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Miscellaneous Run
Options

Related Topics
Polling the Endpoints on page 6-6
Performance Testing on page 6-2

In addition to controlling options for ending a test run, reporting results, and han-
dling initialization failures, the Run Options notebook lets you configure a num-
ber of other test parameters:

Collect endpoint CPU utilization

Instructs IxChariot to collect CPU utilization data for the endpoint computers
executing a test. CPU utilization is the percentage of available CPU time
spent executing all the currently active processes on a computer. It Is a good
indication of available network resources and the degree to which they may
be overtaxed. The CPU Utilization percentage is shown in the Percent CPU
Utilization of E1 column and the Percent CPU Utilization of E2 column on
the Raw Data Totals Tab of the Test window. These columns are only shown
if this box is checked. CPU Utilization values are shown only after a pair
completes; while a test is still running, “n/a” is shown.

This percentage is an approximation based on CPU utilization samples taken
during the test. Sampling starts during the first CONNECT or ACCEPT com-
mand in the script and continues until the script is complete. After the script
completes, the average of the samples is calculated and reported to the Con-
sole.

Tests that collect endpoint CPU utilization should run for longer than 1 sec-
ond in order to collect meaningful CPU utilization numbers. The endpoint
samples the CPU utilization every 500 milliseconds and requires at least two
valid samples in order to calculate the percentage of utilization.

For computers with more than one CPU, IxChariot calculates the CPU utili-
zation percentage by adding together the percentages for each CPU and then
dividing this amount by the number of CPUs. For example, if a computer
contains two CPUs and one CPU is 50% utilized and the second CPU is idle,
the CPU utilization of the process is calculated as (50% +0%)/2 =25% CPU
utilization.

CPU Utilization is not supported by the endpoints on all operating systems.
For Novell NetWare computers that contain more than one CPU, IxChariot
returns the CPU Utilization of the first processor only. Consult “Endpoint
Capabilities” in the Performance Endpoints guide for more information about
operating-system support.

Collect TCP statistics

If you are running tests on an Ixia chassis, you can select “Collect TCP statis-
tics” to instruct IxChariot to collect a set of TCP statistics for the endpoints
executing a test. These statistics are collected for TCP packets that include
SYN, FIN, ACK, and RST messages, as well as TCP connections, TCP
retransmissions, and timeouts.

TCP statistics collection requires IxOS 3.80 or higher and is available only on
load modules with a Power-PC 405 or Power-PC 750 processor: TXSS,
TXS4, STXS4, SFPS4, ALM-T8, ELM-ST2, TXS2, LM10GE700F 1B-P,
LM622MR, OLM1000STXS24.
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Note also that complete IPv6 TCP statistics are only available in IxOS 4.10
and above. In IxOS 4.0 (and earlier), the following IPv6 TCP statistics are not
reported:

e SynReceived

e FinReceived

¢ FinAckReceived

* ResetReceived

These are marked “N/A” in the TCP statistics tab.

Refer to Collecting TCP Statistics on page 10-82 for more information about
collecting TCP statistics.

* Validate data upon receipt

Instructs all the endpoints in a test to validate each byte they receive. In some
test environments, you may not be sure if the data is being transferred cor-
rectly from one endpoint to another. Endpoints can validate that what they
receive is what they expected to receive by comparing payload bytes to the
bytes specified in the script for the send datatype and

control datatype variables.

Obviously, validation slows the performance measured at the endpoints. This
function should be used for network stress testing and for testing of new hard-
ware and software.

e Use a new seed for random variables on every run

The sleep or transaction delay script variable tells the endpoints to
pause. The send and receive buffer size variables specify the sizes of the
buffers the endpoints use when sending data. If you change the default “Con-
stant Value” to one of the four random distributions—Uniform, Normal, Pois-
son, or Exponential—the sleep durations and buffer sizes are based on
random numbers, which are generated from a “seed.” When IxChariot uses
the same seed on consecutive runs, the random sleep durations or buffer sizes
are generated in the same sequence.

You should have IxChariot use the same seed when you are trying to get the
same values for sleep durations or buffer sizes, run after run. Check this box
if you want the sequence of randomly selected values to be different on each
run.

* Use fewer connections for test setup

Instructs the Console to use the fewest possible connections to contact each
Endpoint 1 computer during the initialization phase of a test. Recommended
for large tests. This option is automatically selected when you add the 501st
pair to a test, unless you clear this box. For tests with >1250 pairs, this option
cannot be disabled. Test initialization may take slightly longer when this box
is checked.

If you change your mind, click Undo to reset all the fields in the Run Options
notebook to the values you had before you made any changes.
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Enable Ixia hardware timestamps

Select this option when creating a test that uses video pairs. The Ixia hard-
ware timestamps measure the delay factor with much greater precision on
IXIA hardware.

Number of overlapped sends

Enter the number of overlapped sends that you want your scripts to use during
test execution. You can enter any value from 2 through 999999. IxChariot
will save this setting to the Registry as the default value for new tests.

Overlapped I/0 is a Microsoft Windows feature that allows sending (and
receiving) multiple buffers in parallel. This can yield higher throughput and
reduce CPU utilization.

Error Handling Defaults Tab

Related Topics

Run Options Defaults Tab on page 6-2
Factors Affecting Results on page 11-52
Performance Testing on page 6-2

How to End a Test Run on page 6-3

How to Report Timings on page 6-4

Pair Reinitialization and Graphs on page 11-7

Three options you can configure in the Run Options dialog box give you some
control in failure-prone networks:

Stop run on initialization failure

Initialization occurs when you click the Run button: the IxChariot Console
contacts all Endpoint 1 computers, which in turn contact their Endpoint 2
partners. When you start a test, you are never completely sure whether all the
endpoints can be reached. But if your test involves many different endpoints,
you may want to run the test even if some of the endpoints are unavailable.

Checking the Stop on initialization failure box stops the run when any end-
point cannot pass all the initialization steps. If you leave the box cleared, the
test will be run if at least one endpoint pair can be initialized. Those endpoints
that cannot be initialized are omitted from the results and show errors.

Connect timeout during test

You may be testing in noisy networks, where long connections are frequently
dropped. IxChariot retries its connection attempts for the number of minutes
you specify here. If that amount of time elapses and a connection still cannot
be established, IxChariot declares a connection failure and issues the appro-
priate error message.

A connection attempt by an endpoint may consist of more than one Sockets
Connect call, even if the timeout is set to zero. If the connection failure is
due to a transient condition, such as network congestion, the endpoint will
issue a fixed number of Sockets Connect calls per attempt. If the failure is
due to a permanent condition, such as insufficient memory resources, the end-
point will issue one Sockets Connect call per attempt. This information
applies to TCP connections only. See “Mapping Communication Commands
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to APIs” in the IxChariot Script Development and Editing Guide for more
information about endpoint operating systems using TCP.

A value of 0 minutes means that connection failure is declared after the first
unsuccessful series of connection attempts by the endpoints. The timeout
option tracks errors encountered on CONNECT INITIATE commands ina
script; errors that occur on SEND, RECEIVE, or other commands will still
cause a running test to stop. Thus, this timeout is most helpful in scripts with
short connections.

Accepted values are in the 0-999 range.
* TCP Receive timeout during test

When this option is enabled, the test will stop if any pair stops due to TCP
retransmission timeouts. When you enable this option, you must specify the
TCP retransmission timeout interval, in minutes.

Accepted values are in the 0-999 range.
* Stop test after x running pairs fail

You may want to let some pairs fail while the remainder of the pairs continue
executing their scripts. IxChariot implements this option when the test enters
the running state. Once in running state, [xChariot lets the specified number
of pairs fail before terminating the test.

Accepted values are in the 0-9999 range.

Note: When the Run until any pair ends radio button is selected in the How to
end a test run pane in the Run Options Defaults tab, the Stop test after x running
pairs fail option is disabled.

e Allow pair reinitialization for setup

When you select this option, IxChariot will attempt to reinitialize an endpoint
pair that fails during the initialization phase of the test.

The reinitialization feature provides flexibility in test planning and execution.
When running large-scale tests (up to 100,000 pairs), it is often desirable—if
not necessary—for a test to proceed even if some of the pairs fail during ini-

tialization, and to allow IxChariot to reinitialize the pairs that fail.

When you select the Allow pair reinitialization for setup option, you must
also set the following parameters:

e Try reinitializing n times

Specify the number of times that IxChariot should attempt to reinitialize
the failed endpoint pair. The default is three attempts.

If IxChariot is not successful in reinitializing the pair after the specified
number of attempts, initialization of the pair is considered to have failed.
At this point, the pair will be included in the count of failed pairs (refer to
the Stop test after x running pairs fail parameter above).

Accepted values are in the 1-99999 range.

* Retry reinitializing after n milliseconds
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Specify the number of milliseconds to wait between reinitialization
attempts. The default is to wait ten milliseconds between attempts.
Accepted values are in the 1-99999 range.

* Allow pair reinitialization at runtime

When you select this option, IxChariot will attempt to reinitialize an endpoint
pair that fails during the execution of the test.

The reinitialization feature provides flexibility in test planning and execution.
When running large-scale tests (up to 100,000 pairs), it is often desirable—if
not necessary—for a test to proceed even if some of the pairs fail during test
execution, and to allow IxChariot to reinitialize the pairs that fail. As another
example, in many WLAN tests it is not uncommon for a pair to fail if the per-
formance endpoint moves out of the coverage area of the access point (AP)
while the test is in progress. By using appropriate reinitialization options, you
can allow IxChariot to reinitialize the pairs that fail.

When you select the Allow pair reinitialization at runtime option, you must
also set the following parameters:
e Try reinitializing n times
Specify the number of times that IxChariot should attempt to reinitialize
the failed endpoint pair. The default is three attempts.

If IxChariot is not successful in reinitializing the pair after the specified
number of attempts, initialization of the pair is considered to have failed.
At this point, the pair will be included in the count of failed pairs (refer to
the Stop test after x running pairs fail parameter above).

Accepted values are in the 1-99999 range.
e Retry reinitializing after n» milliseconds

Specify the number of milliseconds to wait between reinitialization
attempts. The default is to wait ten milliseconds between attempts.
Accepted values are in the 1-99999 range.

Datagram Tab

Related Topics
Setting Datagram Run Options on page 10-4
UDP Throughput Testing on page 10-4

You specify values for the IxChariot default datagram properties on the Data-
gram tab of the Change User Settings window. Datagram testing refers to testing
with the connectionless protocols UDP, IPX, and RTP. The IxChariot Console
itself provides for the retransmission of lost data in test with these protocols.
IxChariot does not retransmit when using a streaming script.

Expect to do some experimentation to find the best combination of settings for
these options. If you change your mind, click Undo to reset all the fields to the
values you had before you made any changes.
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The first three options on the Datagram notebook page apply only to non-stream-
ing scripts:

e«  UDP Window Size

The number of bytes that can be sent from an endpoint to its partner without
an acknowledgment. Calculate the number of datagrams sent in a window by
taking the Window Size, dividing by the script’s send buffer size, and
rounding this value up. Default value is 1500.

¢ Retransmission Timeout Period

The number of milliseconds the sender will wait, after sending for the first
time or retransmitting a block of data, to receive an acknowledgment that the
block was received. Default is 200 ms.

*  Number of Retransmits before Aborting

The number of times the sender will re-send a block of data for which an
acknowledgment is not received. Default number of retransmissions is 50.

The next two options apply only to streaming scripts.
* Receive Timeout

The number of milliseconds the receiver waits before determining that the
streaming script has ended. The default timeout value is 10000 ms. If End-
point 2 is running on Windows, the minimum receive timeout value is 500
ms.

*  Multicast Time To Live (TTL)

Controls the forwarding of I[P Multicast packets. Set this value based on how
far you want the data forwarded.

This field defaults to a value of 1 hop. However, the packets cannot cross a
router if the TTL value is 1. If you run a test with a TTL less than the number
of routers between the endpoints, the test fails and you receive the error mes-
sage CHR0216. You’ll need to adjust the TTL to run a test with a multicast
group that crosses a router.

There is one option that applies only to scripts that generate RTP traffic.
e Use extension headers for RTP timestamps

When you select this option, IxChariot will generate RTP packets with the
header extension described in RTP Header Timestamp on page 5-8.

When you de-select this option, IxChariot will generate RTP packets with
IxChariot legacy timestamps.

The four data rate optimization options apply only to streaming pairs. These
options allow you to enable optimization algorithms for sending streaming traffic
at a fixed rate. There are two algorithms: one to reduce jitter, the other to avoid
throughput spikes by limiting the data rate.
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Low sender jitter

When checked, this option enables an optimization algorithm that uses very
precise timers to reduce jitter. When this algorithm is enabled, the datagrams
are sent by Endpoint 1 at more precise intervals than when the standard algo-
rithm is in effect.

Limit data rate

When checked, this option enables an optimization algorithm that limits the
data rate (throughput) measured on intervals much smaller than a timing
record interval.

The option is enabled only when the Low sender jitter option is enabled.
Data rate limit
The option is enabled only when the Limit data rate option is enabled.

Use this field to specify the data rate limit for the streaming pairs in the test.
The data rate limit is expressed as a percent of the required data rate defined
in the script (the send _data rate variable). For example, a value of 100 means
that the limit is equal to 100% of the required data rate. The valid range of
values is from 100 through 200.

Measured interval
The option is enabled only when the Limit data rate option is enabled.

Use this field to set the measured interval for all the streaming pairs in the
test. This is the interval (in milliseconds) over which IxChariot enforces the
data rate limit. The valid range of values is from 1 through 999,999 ms.

The purpose of this optimization algorithm is to prevent IxChariot from
exceeding the required data rate (which may happen with the standard
IxChariot algorithm). Therefore, you will typically set this value to match the
interval over which the network devices check for throughput spikes.

When To Use Data Rate Optimization

The standard IxChariot algorithm for sending traffic at a fixed rate is designed to
maintain the required data rate (as defined by the send data_rate variable in the
script) on average over the entire timing record interval. For streaming scripts,
this method can potentially lead to two undesirable outcomes:

The datagrams will not always be sent at fixed intervals. In some cases, the
send jitter will be high.

The algorithm may exceed the required data rate over a small interval in order
to maintain the average data rate on the timing record interval. Some network
devices will treat this as a throughput burst and drop the traffic.

You can reduce or eliminate these problems by enabling the data rate optimiza-
tion options. There are three combinations of settings that you can set:

Uncheck Low sender jitter. In this case, IxChariot uses the standard algorithm
for sending traffic at a fixed rate. The optimization algorithm is disabled.

Check Low sender jitter and uncheck Limit data rate. In this case IxChariot
will use the high precision timers and sleeps to ensure low sender jitter, but
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will not enforce any new throughput limits (the regular limit for the entire
timing record interval will remain in effect).

e Check both Low sender jitter and Limit data rate. In this case, IxChariot will
use the high precision timers and will also enforce the data rate limit over the
requested interval.

Using a Data Rate Limit Greater Than 100

Note that enabling the Limit data rate option can result in a throughput rate that
is lower than that required data rate (measured over the timing record interval).
For example, if the first several send operations in a data stream transmit at a rate
significantly lower than the send data_rate value, subsequent send operations
cannot exceed the send data_rate in an effort to make up for the initial lower
transmission rate. In contrast, the standard IxChariot algorithm for sending traffic
at a fixed rate will, if necessary, exceed the send_data rate to maintain the
required data rate. Setting the data rate limit value to 100% results in a trade-off:
it eliminates spikes at the cost of throughput.

If a data rate limit value of 100% results in unacceptable loss of throughput in a
test, you can increase the value (up to 200%) to increase throughout while keep-
ing the throughput spikes to an acceptable level.

Data Rate Optimization Limitations

Note the following limitations on the use of the data rate optimization options:

* The data rate optimization options are only applicable for the following Per-
formance Endpoints: Windows 32-bit, Windows 64-bit, and Linux On Pow-
erPC.

e The data rate optimization options require Endpoint 1 (the sender) to be run-
ning a Performance Endpoint software release of 6.70 or higher.

* The data rate optimization options are intended for tests that use fewer than
ten streams. Internal tests at Ixia show that the settings are most effective
when between four and seven streams are used.

Endpoint Pair Defaults Tab

Related Topics

VoIP Pair Defaults Tab on page 6-21

Cloning Hardware Performance Pairs on page 5-25
Adding or Editing an Endpoint Pair on page 5-19

The Endpoint Pair Defaults notebook page lets you set a default network proto-
col, service quality, and script. Whenever you add a new endpoint pair or multi-
cast group, these values are initially selected in the Network protocol and
Endpoint 1 and Endpoint 2 Service quality lists in the Add Pair dialog box and
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in the Network protocol and Service quality lists in the Add Multicast Group
dialog box.

Endpoint 1 to Endpoint 2: Network protocol, Endpoint 1 Service quality
and Endpoint 2 Service quality

Lets you select a default network protocol to use in testing. Although IxChar-
iot uses TCP by default, the Network protocol field lets you choose the net-
work protocol that you plan to use most frequently between endpoint pairs.

In the Endpoint 1 Service quality and Endpoint 2 Service quality fields,
choose the quality of service (QoS) template that will serve as a default for
the application traffic generated by your tests . Different QoS templates cand
be selected for either endpoint. Service Quality is an optional parameter in
IxChariot tests.

Console to Endpoint 1 Management

Lets you select a default network protocol to use in testing. Although IxChar-
iot uses TCP by default, the Network Protocol field lets you choose the net-
work protocol that you plan to use most frequently between endpoint pairs.
Choose the quality of service (QoS) template that should serve as a default for
your tests in the Service Quality field. Service Quality is an optional parame-
ter in IxChariot tests.

Lets you specify a different network protocol and/or service quality to use in
communications between the Console and the Endpoint 1 computers. Clear
“Use Endpoint 1 values from pair” if you want to use different protocol and
service quality settings for setup flows between the Console and Endpoint 1
and for communications between the endpoints. See Cloning Hardware
Performance Pairs on page 5-25 for more information.

Endpoint 1 to Endpoint 2 Management

Lets you specify an alternate network address for communications between
the endpoints. Clear “Use Endpoint 2 address as management address” if
you want Endpoint 1 to be able to contact Endpoint 2 at a different address.
“address as management address” are the protocol and address you specify
when you create the endpoint pair. See Cloning Hardware Performance Pairs
on page 5-25 for more information.

Default Script

Lets you choose which script is initially selected when you add an endpoint
pair. If you do not choose a script in this dialog box, the default setting for
each test will be no script at all, and IxChariot will remind you to choose a
script as you add each pair or multicast group. If you do select a default
script, a brief description of it appears just below the script field. Click Clear
Default Script if you decide that you no longer want a default script.

See Adding or Editing an Endpoint Pair on page 5-19 for more information
about these fields and how they affect a test.

If you change your mind, click Undo to reset all the fields to the values you
had before you made any changes.
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VoIP Pair Defaults Tab

Related Topics

Endpoint Pair Defaults Tab on page 6-19
Codec Types on page 10-43

Jitter Buffers on page 10-52

Timing Records and Graphs on page 11-6
Voice over IP Testing on page 10-34

The VoIP Pair Defaults tab in the Change User Settings notebook lets you set or
change the defaults for all your voice over IP test pairs. The settings you select
here appear in the Add a VoIP Endpoint Pair dialog box in the Test window.

Codec

The type of codec to use. Click the appropriate codec in the list. The default is
G.711u. See Codec Types on page 10-43 for descriptions of each codec.

Packet Loss Concealment

If you are using the G.711u or G.711a codec, click to enable Packet Loss Con-
cealment (PLC). See Codec Types on page 10-43 for more information. Most
G.711 codecs don’t currently implement PLC.

Use silence suppression

Emulates the effects of silence suppression (also called voice activity detec-
tion) on the line during the VoIP test. See Silence Suppression on page 10-47
for more information.

Voice activity rate

An indicator of the percentage of time during the call that talking is occur-
ring. Determines how much actual voice data the simulated call contains for
your tests. See Silence Suppression on page 10-47 for more information. Only
enabled if “Use silence suppression” is checked.

Override delay between voice datagrams

Determines the datagram size to be used in the VoIP test. See Adding or
Editing a VoIP Endpoint Pair on page 10-38 for a full explanation.

Timing record duration

The length of each timing record. See Adding or Editing a VoIP Endpoint
Pair on page 10-38 for a full explanation.

Number of timing records

The number of timing records to generate for a test.

Use IPv6 protocol

Instructs the Console to use the IPv6 protocol in VoIP testing.
Service quality (optional)

Emulates the effects of a quality of service (QoS) scheme on call quality. Any
QoS templates you’ve already created are available in the list. The VoIP QoS
template is recommended; it emulates the QoS used by most voice over IP
applications.
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Initial delay value

Adds a SLEEP at the beginning of the application script. Recommended for
emulating the effects of multiple users accessing the network at staggered
intervals. Choose Constant value to enter an exact time setting in millisec-
onds, or choose one of the four mathematical distributions to let IxChariot
select a series of values. Ensure that this delay is smaller than any timeout
delay set in your script; too large a value may result in an error message. See
“Setting Sleep Times” in the Application Scripts guide for more information.

Upper limit

Determines the value of the delay if you’ve chosen Constant value, or sets the
upper limit of the mathematical distribution if you’ve chosen a mathematical
distribution. Initial delays must be between 0 and 2147483647 ms.

Lower limit

Sets the lower limit of the mathematical distribution if you’ve chosen a math-
ematical distribution for your delay. Initial delays must be between 0 and
2147483647 ms. Not needed for a Constant delay value.

Additional fixed delay

Delay from a known, constant source. See Adding or Editing a VoIP
Endpoint Pair on page 10-38 for more information. Range is 0-300 ms.

Jitter buffer

Emulates the effects of jitter buffering on your VoIP network. Select Jitter
buffer if you want IxChariot to emulate the effects of jitter buffering, and then
specify either the absolute value (number of voice datagrams) or the frame-
based value (number of milliseconds). De-select Jitter buffer if you do not
want IxChariot to emulate jitter buffering in your test.

Refer to Jitter Buffers on page 10-52 for more information.
Source and destination port numbers

Sets the port number used for the source (Endpoint 1) and the destination
(Endpoint 2) in the voice transmission. The default value for both the source
and the destination ports is AUTO. Refer to the IxChariot Scripts Develop-
ment and Editing Guide for detailed information about setting source and des-
tination port numbers.

Payload

Specifies the VoIP payload source. When you choose Random payload, the
VoIP pair emulates a pair of endpoint computers that are transmitting voice
traffic using the selected codec types (such as G7.11u). Alternatively, you can
specify an external file that provides the payload. For more information about
supplying payload from external files, refer to the IxChariot Scripts Develop-
ment and Editing Guide.
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HPP Defaults Tab

Related Topics
Adding or Editing a Hardware Performance Pair on page 5-23
Examining Timing Records on page 11-3

The HPP Defaults notebook page lets you set a default stream, line rate, and use
of statistics for hardware performance pairs. Whenever you add a new hardware
performance endpoint pair, these values are initially selected in the Select
Stream, Line Rate and Measure hardware performance pair statistics ele-
ments in the Add Hardware Performance Pair dialog box.

e Select Stream

Lets you browse a default file directory which holds Ixia port streams pre-
pared through the use of IxExplorer, ScriptMate, or the TCL or C++ APL

The default directory is configured using the File.. Change User Set-
tings...Directories dialog, under the Where to read hardware performance
stream files: setting.

¢ Override stream line rate

Hardware pairs are capable of operating at hardware line rates which may
overwhelm DUTs. The line rate specification allows you to optionally set the
the data rate from the hardware ports to be controlled. If this option is not
selected, the stream rate programmed into the selected stream is applied.

*  Measure hardware performance pair statistics

Ixia ports are capable of obtaining performance statistics. Checking this box
will make them available in the run results. See Examining Timing Records
on page 11-3. If this box is not checked, the port pair will only provide back-
ground traffic.

VoIP HPP Defaults Tab

Related Topics

Endpoint Pair Defaults Tab on page 6-19
Codec Types on page 10-43

Jitter Buffers on page 10-52

Timing Records and Graphs on page 11-6
Voice over IP Testing on page 10-34

The VoIP HPP Defaults tab in the Change User Settings notebook lets you set
or change the defaults for all your voice over IP test pairs. The settings you select
here appear in the Add a VoIP Endpoint Pair dialog box in the Test window.

e Codec

The type of codec used on your network. Choose one of the supported codecs
from the list. Refer to Codec Types on page 10-43 for more information.
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Override delay between voice datagrams

Determines the datagram size to be used in the VoIP test. VoIP applications
break voice data into datagrams based on delay, or the amount of time
between successive datagrams. Default value is 20 ms. Values must be
between 10 and 200 ms. IxChariot may adjust values slightly after you’ve
entered them so that no partial buffers are sent.

Service quality

Emulates the effects of a Quality of Service (QoS) scheme on call quality.
Only the template named VoIPQoS is available for VoIP hardware perfor-
mance pairs.

Concurrent voice streams

The number of concurrent voice streams that will be generated by the hard-
ware performance pair.

Source port number
The UDP source port to be used for the generated traffic.
Destination port number

The UDP destination port to be used for the generated traffic.

Video Pair Defaults Tab

Related Topics
Adding or Editing a Video Endpoint Pair on page 10-54
Adding or Editing a Video Multicast Group on page 10-58

The Video Pair Defaults tab in the Change User Settings notebook lets you set
or change the defaults for the Endpoint 1 to Endpoint 2 traffic in all your video
test pairs. The settings you select here appear in the Add a Video Endpoint Pair
dialog box in the Test window.

Network protocol

The network protocol used to send the test traffic over the network. The valid
choices are: UDP, UDP-IPv6, RTP, and RTP-IPv6.

Service Quality

The quality of service (QoS) template to use in tests with these pairs of end-
points. If you have defined QoS templates, select the template that you want
to establish as the default. Optional field.

Video - Encoding

The Video encoding algorithm that the video endpoint pairs will simulate.
Valid choices ar: MPEG2 and Custom. Note that the encoding method
impacts the size of the UDP/RTP frames that are generated. For example,
MPEG?2 media frames are 188 bytes each.

Video - Frames per DG

The number of media frames per datagram. All signed integers values are
valid. The default value for Ethernet is 7.
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* Video - Bitrate

The nominal data rate of the video stream. All signed integer values are valid.
Typical values for MPEG2 are between 4 and 15 Mbps. The default is 3.75
Mbps.

You can set the bitrate units to Mbps (1024 kilo bytes), Kbps (1024 bytes), or
kbps (1000 bytes).

* Timing Record duration

The approximate duration of a timing record. This is an indication only, rather
than an exact setting. Timing records in IxChariot are based on the volume of
data transferred, rather than on timing measurements. If packet loss occurs,
the timing record duration will be larger.

*  Number of Timing Records
The number of timing records to generate for a test.

The default value is 50, and the valid range of values is from 1 to
2,147,483,647.

* Source port number

The UDP source port for the test traffic. The default is Auto.
e Destination port number

The UDP destination port for the test traffic. The default is Auto.
e Initial delay - Value

This parameter adds a SLEEP at the beginning of the application script. It is
recommended for emulating the effects of multiple users accessing the net-
work. Select “Constant value” if you want to set an exact value for the delay.
With the other options, IxChariot generates values for the delay correspond-
ing to the selected mathematical distribution (Uniform, Normal, Poisson,
Exponential). In this case, you can set the lower and upper limits for these
distributions. The default is “Constant value.”

* Initial delay - Upper limit

This is either the value for the delay if you have chosen either “Constant
value”; or the upper limit for the values generated by one of the mathematical
distribution. The valid values are all unsigned integers from 0 to 2147483647
ms. The default is 0.

e Initial delay - Lower limit

This parameter is visible only if you selected one of the four mathematical
distributions. It represents the lower limit for the values generated by the
selected distribution. The valid values are all unsigned integers from 0 to
2147483647 ms. The default is 0.
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IPTV Defaults Tab

The IPTV Defaults tab lets you set the default values for the IPTV channels and
IPTV receiver groups. As with other user settings, the IPTV defaults are loaded
from the registry when IxChariot is started and are saved when IxChariot exits.

Table 6-2 describes the parameters for which you can set default values:

Table 6-2.

IPTV Defaults in the Change User Settings Window

Parameter

Description

IPTV Traffic Characteristics:

Encoding

The desired video encoding for this video stream.
The choices are MPEG2 or Custom.

RTP Payload Type

If you select Custom encoding, you must specify
an RTP Payload type. (If you select MPEG-2
encoding, this field will be read-only.)

Media Frames per DG

The number of media frames per datagram. All
signed integer values are valid. The default value
for Ethernet is 7.

Media Frame Size

The media frame size for the selected encoding.

Bitrate

The nominal data rate of the video stream. All
signed integer values are valid.

Typical values for MPEG2 are between 3 and 15
Mbps. The default is 3.75 Mbps.

Bitrate unit of measure

The unit of measure for the bit rate. You can set
the bitrate units to Gbps (1024 megabytes), Mbps
(1024 kilobytes), Kbps (1024 bytes), or kbps
(1000 bits).

Source port number

The source port number for the video stream.

Send Buffer Size

The socket buffer size used for sending the data
streams. The default value is determined by the
operating system on which the Performance
Endpoint is running.

Test Network:

Network Protocol

The network protocol to use for this video stream.
The options are RTP and UDP.

Service Quality

Optional. The name of the QoS template that will
define the service quality for this video stream.

IPTV Receiver Settings — Ch

annel Control:

Number of TR

The number of timing records that will be
generated for each join/leave cycle.

TR duration (sec)

The duration of each timing record (in seconds).
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Table 6-2.  IPTV Defaults in the Change User Settings Window (Continued)

Parameter Description

IPTV Receiver Settings — Receiver Settings:

Number of iterations The number of times the receiver will switch
channels (leave one channel and join another).

Receive Buffer Size The socket buffer size used for receiving the data
streams. The default value is determined by the
operating system on which the Performance
Endpoint is running.

Switch delay (ms) The number of milliseconds that will elapse
between leaving one channel and joining another.

Application Groups Tab

Related Topics
Creating Application Group Tests on page 5-35

The Application Groups tab in the Change User Settings notebook lets you set
or change the defaults for the application groups you use in your tests.

* Validation algorithm
You can choose between the following two validation options:

e Use Fast Validation — The fast validation algorithm requires less process-
ing time than the comprehensive algorithm, but it may identify a valid
application group as invalid. (However, it is equally reliable as the compre-
hensive algorithm when reporting a valid application group.)

* Use Comprehensive Validation — The comprehensive validation algorithm
requires more processing time than the fast algorithm, but it is more pre-
cise in its error reporting.

*  Warnings
You can choose to display or suppress the following warning messages:

* Deleting application group from test — When this option is enabled,
IxChariot presents a warning and requests confirmation if you attempt to
delete an application group. Note that when you delete an application
group, IxChariot deletes all of the pairs contained within the group.

* Application group has no events defined — When this option is enabled,
IxChariot presents a warning and requests confirmation if you attempt to
delete all events from an application group, or if you create an application
group without defining any events.

Refer to the IxChariot Scripts Development and Editing Guide for detailed infor-
mation about application groups.
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Ixia Port Configuration Tab

Related Topics
Stack Manager User Guide
The Tools Menu on page 3-10

Use the Ixia Port Configuration tab to set the following options:

Connect to hardware using Socks

Select this option to enable or disable automatic connection through the
Socks server. When enabled, IxChariot will automatically and transparently
communicate with the endpoint through the use of the Socks server on the
chassis.

Always perform discovery at start of test

Select this option if you want IxChariot to always perform an ARP discovery
at the start of every test run. This allows the tests to run successfully if net-
work or device configurations change between tests.

When you first start a hardware performance pair, the port CPU sends out an
ARP or IPv6 Router Discovery packet to set everything up. However, if the
“Always perform discovery at start of test” option is not selected, there will
be no further Discovery packets on subsequent runs of the test. If the router
configuration changes or the router is rebooted, then the subsequent runs of
the hardware performance pair will fail since they have no discovery informa-
tion.

Apply only Endpoint DoD package

Select this option if you want to apply the endpoint DoD package only, with-
out applying the configuration.

NOTE: Enabling the Apply only Endpoint DoD package option disables the
Deconfigure ports and release ownership after the test ends option.

Deconfigure ports and release ownership after the test ends

Select this option to deconfigure the Ixia ports used in your test(s) and release
ownership on them as soon as the test(s) end. After installing IxChariot for
the first time on your computer (and proceeding to configure an IxChariot
test), the checkbox is selected by default.

Use default IXTCLServer

If you select the Use default IXTCLServer option, IxChariot uses the
TCL Server on the default Master chassis from the configuration, (the first
chassis in the list).

If you de-select this option, the User defined Ix-TCLServer text box is
enabled. In this case, you need to specify the location of the specific TCL
Server to use.
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e TestServer

Select “Launch local TestServer process” to launch the default Middleware
TestServer (which is a local process).

If you de-select this option, the “User defined TestServer” text box is
enabled. In this case, you need to enter the name of the specific Middleware
TestServer to use.

Jitter (Delay
Variation)

Result Ranges Tab

Related Topics

The Jitter Tab on page 11-29

The Lost Data Tab on page 11-31

VoIP Pair Defaults Tab on page 6-21
Jitter and Delay Variation on page 10-52

User-defined result ranges are provided so that you can more accurately deter-
mine call quality based on hardware and network thresholds, such as the size of
the jitter buffer at the receiving endpoint and the relative standards in place to
judge call quality. Refer to The Jitter Tab on page 11-29 and The Lost Data Tab
on page 11-31 for more information about how results are presented.

These ranges indicate the number of datagrams (expressed as a percent of the
total number of datagrams sent) that experienced jitter. Delay variations, in milli-
seconds, are placed in groups, or ranges, so that you can compare them to such
benchmarks as the size of the jitter buffer and the standards for call quality estab-
lished for the hardware you are using.

* Range

By default, IxChariot configures delay variation jitter data in five ranges.
Clear the boxes next to any ranges you don’t want to see in your results.

*  Minimum (ms)
Sets the lower limit of the range, in milliseconds. Automatic setting.
*  Maximum (ms)

Sets the upper limit of the range, in milliseconds. Leave the value in place or
enter a new value to change the default ranges. Ranges must be contiguous.
As you change each range, the value for the next range minimum is automati-
cally filled in.

Default settings for the five Jitter (delay variation) ranges are as follows:
* 0-10 ms

* 11-20 ms

e 21-30 ms

* 31-50 ms

e 51 +ms
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Consecutive Lost
Datagrams

Consecutive Lost Datagrams indicates the call quality based on the amount of the
transmission that experienced noticeable loss. Also helps to determine the rela-
tive burstiness of datagram loss during the voice transmission.

* Range

By default, IxChariot configures data on lost datagrams in 5 ranges. Clear the
boxes next to any ranges you don’t want to see in your results.

*  Minimum
Sets the lower limit of the range, in number of datagrams. Automatic setting.
*  Maximum

Sets the upper limit of the range, in number of datagrams. Leave the value in
place or enter a new value to change the default ranges. Ranges must be con-
tiguous. As you change each range, the value for the next range minimum is
automatically filled in.

Default settings for the five Consecutive Lost Datagram ranges are as follows:

e 1-1

e 23
e 4-5
* 6-10
e 11+

Throughput Units Tab

Related Topics
The Throughput Tab on page 11-17

The Throughput Units tab on the Change User Settings notebook lets you

choose one of six ways to tailor the throughput! numbers in your results to units
that reflect your test environment. In reading these values, remember that an
uppercase “K” represents 1,024, while a lowercase “k” represents /,000. Simi-
larly, an uppercase “B” represents bytes, while a lowercase “b” represents bits.

Table 6-3.  Throughput Units

Unit Description

KBps 1,024 Bytes per second

kBps 1,000 Bytes per second
Kbps 1,024 bits per second (that is, 128 Bytes per second)
kbps 1,000 bits per second (that is, 125 Bytes per second)

1. IxChariot measures the throughput associated with packet payload, ignoring headers.
This is referred to as Goodput in RFC 2647.
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Table 6-3.  Throughput Units (Continued)

Unit Description

Mbps 1,000,000 bits per second (that is, 125,000 Bytes per second—the
default setting)

Gbps 1,000,000,000 bits per second (that is, 125,000,000 Bytes per
second)

We do not recommend changing your throughput units from Mbps. Differing
throughput units can cause unexpected confusion when comparing results. Be
especially careful that you are using the same units when cutting and pasting
exported values from different files.

These units do not affect other numbers, like transaction rate, response time, or
relative precision.

Click Undo to reset your units to the units you had before you made changes.

Directories Tab

Related Topics
Appendix A, IxChariot File Types

The Directories tab in the Change User Settings notebook lets you change the
default directory paths that IxChariot uses to save and retrieve test files, script
files, error logs, and Aptixia files. These directory locations are important for the
IxChariot console:

*  Where to read and write test files
The drive, path, and directory used when you open and save test files.
*  Where to read script files

Tells IxChariot where script files are to be found and loaded when you click
Open a Script File while editing an endpoint pair.

*  Where to read hardware performance stream files

Tells IxChariot where hardware performance stream files (.sdf files) are to be
found and loaded when you click the Select Stream button from the Add a
Hardware Performance Pair dialog.

*  Where to write Console error logs

This is the directory where log files are created. All error files and assert.err
are included in this directory. When an error occurs during a run or while
cloning a test, IxChariot writes an entry to the error log file. At the Console,
this file is Chariot.log, Chrapi.log, Clonetst.log, Oor Runtst.log,
depending on which program you were running when the error occurred. The
error log file is written to the drive, path, and directory listed in this field. See
The Error Log Viewer on page 12-8 for more information.
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*  Where to import Aptixia files

This is the directory from which IxChariot will load Ixia Network Configura-
tion files when you select for use with a test.

*  Where to export Aptixia files

This is the directory to which IxChariot will save Ixia Network Configuration
files that you create.

When you make changes to any of these directories, [xChariot looks to see if the
directory exists. You might choose to have any of these fields point to a directory
on a LAN drive, for example, even if you are not attached to that drive when you
are updating these fields. When prompted, answer OK to the question; [xChariot
uses what you’ve entered, even if it cannot find the directory when you enter it.
But make sure that the drive is accessible and the directory exists before actually
running a test.

* Display the » most recently accessed tests

Lets you decide how many test files should remain accessible from the File
menu. You can set this value from 0 to 9.

If you change your mind, click Undo to reset all the fields to the values you
had before you made any changes.

Endpoint 1 through
Firewall to Console

Firewall Options Tab

Related Topics
Firewall Testing on page 10-13
Firewalls and Fixed Ports on page 8-13

The Firewall Options tab in the Change User Settings notebook lets you specify
options for testing through firewalls. See Firewall Testing on page 10-13 for a
full discussion and information on configuring your firewall.

IxChariot uses the Endpoint 1 through firewall to Console Reporting setting to
determine the destination port numbers for test results sent from Endpoint 1 to

Reporting the Console. Table 6-4 describes the options.
Table 6-4.  Endpoint 1 through Firewall to Console Reporting
Setting Description
TCP These three parameters specify the IxChariot Console
destination port numbers that Endpoint 1 uses when
SPX sending test results to the Console.
Hardware Performance | Your choices are:
Pair Statistics * Auto: If you select Auto, IxChariot will dynamically
choose the destination port numbers.
* Port: If you enter specific port numbers, IxChariot
will use those as the destination ports.
In each case, the default setting is Auto, which allows
IxChariot to choose a random port number.
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IxChariot uses the PAT device support between EI and E2 setting to determine
the correlation method to use for user-defined ports on TCP. In this context,
IxChariot needs to know if Endpoint 2 port numbers are modified by a NAT
device that implements PAT (Port Address Translation).

Your choices are:

e Select PAT device support between E1 and E2 if there is a NAT device
between Endpoint 1 and Endpoint 2 and that NAT device is using PAT.

* Deselect PAT device support between E1 and E2 if the device uses NAT
without PAT.

IxChariot uses the Endpoint management setting to determine the destination
port number for test setup data sent from the Console to Endpoint 1 and from
Endpoint 1 to Endpoint 2. This port number is used for clock synchronization, as
well.

Your choices are:
e Auto: If you select Auto, IxChariot will choose the port number (port 10115).

e Port: If you enter a specific port number, IxChariot will use it as the manage-
ment port. Typically, you will enter a specific port number when you already
have a port open (such as port 80) and you do not want to open and close
additional ports each time you run a test.

Management Port Notes:

e This parameter is applicable only when the test transport protocol is TCP. For
SPX, the management port number is always 10117.

e Ifyou specify a port number for the Console, you must set the same port
number on every endpoint that you will use in the test. (You specify the man-
agement port for the endpoints by setting the MANAGEMENT PORT key-
word in the endpoint.ini files. Refer to the Performance Endpoint Guide for
details.)

e Ifyouuse a packet inspection firewall and you set port 80 as the management
port, the firewall may reject packets carrying the management traffic.

e Ifyou specify a port that is used by another application (such as an IxChariot
script), the endpoints will report errors.

* The management port cannot be the same as any of the reporting ports (spec-

ified in Endpoint 1 through Firewall to Console Reporting on page 6-32).

Clicking Undo resets all the fields to the values they showed before you made
any changes.

Output Tab

The Output tab in the Change User Settings notebook lets you select default out-
put template and HTML, PDF, Text, or CSV file format options for exporting
test results.
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With output templates, you can save printing options. IxChariot lets you choose a
default output template or select a template each time you print or export test
results. The name of your default template appears in the Output Template ficld
in the Print/Export dialog box for each new test. For information on template
options, see Custom Printing and Export Options on page 5-64.

In each of the first three fields, click [None] if you want to use the print options
specified in the test.

Print Configuration default

The output template you want to appear in the Print Options dialog box when
you click Print in the File menu in the Test window. See Export Options on
page 5-62.

Export to HTML Configuration default

The output template you want to appear in the Export to HTML/GIF dialog
box when you click Export to HTML in the File menu in the Test window.
See Export Options on page 5-62.

Export to PDF Configuration default

The output template you want to appear in the Export to PDF dialog box
when you click Export to PDF in the File menu in the Test window. See
Export Options on page 5-62.

Export to Text Configuration default

The output template you want to appear in the Export to Text File dialog box
when you click Export to Text in the File menu in the Test window. See
Export Options on page 5-62.

CSV Export

Settings to be used as the default in the Export to CSV File dialog box.
IxChariot lets you export test information to a spreadsheet output in the .Csv
file format. See Export Options for .CSV Files on page 5-63 for information
on the . csv file format.

CSYV Export - Contents Settings:
* Test summary and run options

Exports a summary of any results and the Run Options you configured.
 Pair summary

Exports pair information contained in the Test Setup and results tabs of
the Test window.

* Pair details
Exports the timing records for the pairs in your test.
CSV Export - Scope Settings:
* Export all
Reports results on all the pairs when you export results to . Csv format.

* Export marked pairs
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Reports results on marked pairs only when you export results to . CSV for-
mat. Marked pairs have a graph symbol in the far left column in the Test
window.

Traceroute Tab

Related Topics
Running a Traceroute on page 5-32

You can run a traceroute on an endpoint pair by highlighting the pair in the Test
window and choosing Traceroute from the Run menu. The Traceroute tab in
the Change User Settings notebook lets you configure your traceroute options
beforehand.

*  Maximum hop count

Specifies the number of router hops an IxChariot traceroute test can make
before abandoning the run. If the maximum hop count is less than two, the
ICMP (Internet Control Message Protocol) Echo message IxChariot sends out
cannot cross a router. We require a minimum value of 2 so that the message
will at least leave the local subnet. The default value in this field is 30, but
you may want to set it much lower. Enter a value between 2 and 40 in this
field.

*  Maximum per-hop timeout

Specifies the maximum time the message can take to reach each hop on its

way to Endpoint 2 (the Target) before the traceroute test is abandoned. The
default value in this field is 3000 ms. Enter a value between 1 and 10000 in
this field.

* Resolve DNS names

By default, IxChariot resolves the DNS names you enter for endpoint com-
puters into numeric IP addresses. Clear the box labeled Resolve DNS names
if you don’t want intermediate hop addresses to be resolved to names. Letting
IxChariot resolve the hops into names adds latency to your time values.

See Running a Traceroute on page 5-32 for more information.

Warnings Tab

Related Topics
Finished Test Warnings on page 12-6

Some users like to be warned before they take actions with non-trivial side-
effects. Other users don’t want the annoyance of warning messages that keep
popping up. The Warnings notebook page in the Change User Settings notebook
lets you decide which warnings you see. The default setting enables all warnings.
Clear the check boxes next to the warnings you want to disable:

* Stopping a test

You clicked Stop while a test was running. The warning asks, Do you want to
stop this running test?
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Clearing the results of a test

You clicked Clear Results on the File menu. The warning asks, Are you sure
you want to clear these results?

Another operation clears the results of a test

You tried to perform an operation that will clear the results of a test. The
warning asks, Do you want to change the test setup, which will cause the
results to be erased?

Deleting pairs from a test

You clicked Delete while pairs were highlighted. The warning asks, Do you
want to delete these endpoint pairs?

Abandoning a run

A test could not be stopped in the usual way, so you have clicked Abandon
Run. This is a fairly drastic action to take and can cause endpoint errors. The
warning asks, Do you want to abandon the test, even though the endpoints
may still be running a script?

Printing more than 25 pages

Your printed results will take up more than 25 pages. The warning asks, Do
you want to print this many pages?

Running a test with more than 500 timing records for a single pair

You’ve set up a test that could potentially create a huge number of timing
records, which could make the Console very sluggish or cause the system to
run out of memory. The warning asks, Do you want to run this test?

Running a test with more than 10000 pairs

You’ve set up a test with more than 10,000 pairs and are preparing to run it
from the IxChariot Console graphical user interface (GUI). Poor GUI perfor-
mance may occur. We recommend using RUNTST; see RUNTST: Running
Tests on page 5-67. The warning asks, Do you want to continue?

Overwriting a previously-saved test

You clicked Save after running a test you’d run before. Your results will be
overwritten. The warning asks, Do you want to continue this Save operation
and overwrite the existing test file and its results?

Saving a test file in an upgraded version

You tried to save a test file taken from an earlier version of IxChariot. The
warning asks, Do you want to continue this Save operation and save the test
results in an old format?

Saving a test file in an older version

You are about to save a test file in a format compatible with an older version
of IxChariot. The warning asks, Are you sure you aren’t losing any capabili-
ties that you may need in future testing?

Saving a script file in an upgraded version

You opened a script file from an earlier version of IxChariot. The warning
asks, Are you sure you want to save it as a newer version, which cannot be
opened by older versions of IxChariot?
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e Saving a script file in an older version

You are about to save a script file in a format compatible with an older ver-
sion of IxChariot. The warning asks, Are you sure you aren’t losing any capa-
bilities that you may need in future testing?

* Creating a regular pair to simulate a VoIP pair

You are using a previously saved copy of the IxChariot VoIPs script to run a
voice over IP test with an endpoint pair. The warning asks, Are you sure you
don’t want to create a VoIP endpoint pair for this test?

* A pair’s E1 address differs from its Console to E1 address

The Endpoint 1 address you entered differs from the address you entered in
the Pair Setup dialog box. This may cause the test to fail. The warning asks,
Are you sure that the Console and Endpoint 1 addresses are correct?

* A pair’s E2 address differs from its E1 to E2 address

The Endpoint 2 address you entered differs from the address you entered in
the Pair Setup dialog box. This may cause the test to fail. The warning asks,
Are you sure that the E2 addresses in this dialog box and in the pair itself are
correct?

* Running IxChariot with a log file larger than 5 MB

Your . log or runtst. log file exceeds 5 MB in size. A log file larger than 5
MB may affect the performance of the IxChariot GUI. The warning advises
you to delete the log file or transfer it to another computer.

e E1 knows E2 is used, but Console knows E1 is not used

You entered an address for E1 knows E2 in the Pair Setup dialog box, but
you did not enter an address for Console knows E1. The warning asks, Are
you sure you want to use the E1 address in the pair for setup flows?

* Detect outside changes in payload

When you save a script or a test that uses embedded or referenced payload
files, IxChariot performs a check to detect changes made to the payload file
after it was added to the script. The warning gives you the opportunity to con-
tinue with the save or cancel the save operation.

* Finished Test Warnings

The three items at the bottom of the Warnings notebook page control Finished
Test Warnings, warnings that are generated after a completed test run if the
test may have generated data that is invalid or non-significant. As with other
warnings, clear the box beside a warning to disable it. See Finished Test
Warnings on page 12-6 for more information.
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This chapter provides a description of the run options that you can set for individ-
ual IxChariot tests.

Topics in this chapter:

*  Accessing the Run Options on page 7-1

*  Run Options Tab on page 7-2

e Error Handling Tab on page 7-14

*  Result Ranges Tab on page 7-16

*  Datagram Run Options on page 7-18

e [Ixia Port Configuration Tab on page 7-21

Accessing the Run Options

To access the Run Options window, select Run > Set Run Options from the
main menu.

The Run Options window is organized into five tabs:
*  Run Options Tab on page 7-2

e Error Handling Tab on page 7-14

*  Result Ranges Tab on page 7-16

*  Datagram Run Options on page 7-18

e Ixia Port Configuration Tab on page 7-21

IxChariot gives you a great deal of control over how tests are run and how results
are reported. Particularly when you are concerned about network performance,
you should plan to change some run options to yield the most accurate measure-
ments.
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All of these run options are applied on a per-test basis. Therefore, you can vary
these run options from test to test. They are saved in the test file, along with the
endpoint pair information.

Run Options Tab

The Run Options tab is organized into the following categories of options:
e Performance Testing on page 7-2

*  How to End a Test Run on page 7-3

*  How to Report Timings on page 7-4

* Polling the Endpoints on page 7-5

e Clock synchronization on page 7-6

*  Management Quality of Service on page 7-8

*  Miscellaneous Run Options on page 7-11

The following topics present a description of each run option. If you change your
mind, click Undo to reset all the fields to the values you had before you made
any changes.

Performance Related Topics
Testing Designing IxChariot Performance Tests on page 10-84
Polling the Endpoints on page 7-5
How to End a Test Run on page 7-3
How to Report Timings on page 7-4
How Long Should a Performance Test Run? on page 10-86

The checkbox labeled Set the test run options for performance testing auto-
matically configures testing options to achieve the highest performance results.
Checking this box changes the default settings for the following test configura-
tion parameters:

* How to report timings. The default setting lets you see the results in real time,
as the test is running. For more accurate performance measurements, it is bet-
ter to report in batch because batch reporting doesn’t consume extra CPU and
network resources during the test.

e Poll endpoints. The default setting specifies that the IxChariot Console will
poll the endpoints once every minute during a test run. Polling also consumes
network resources, creating extra data flows that interfere with performance
measurements, so polling is disabled when you check Performance Testing.

Other default run options are already appropriate for performance testing. If you
have changed the defaults for How to end a test run, Collecting endpoint CPU
utilization, and Collecting TCP statistics, checking the Performance Testing
checkbox changes your settings back to achieve higher performance. CPU col-
lection, TCP statistics collection, Data Validation, and the New Random seed
option are all automatically turned off for performance testing.
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It Is highly recommended that you enable performance settings for tests of more
than 500 pairs. See Setting Run Options for Performance Testing on page 8-4 for
more information.

Related Topics

Run Options Tab on page 7-2
Miscellaneous Run Options on page 7-11
Polling the Endpoints on page 7-5

How to Report Timings on page 7-4

This section of the Run Options notebook provides three ways to determine when
a test run is complete. Some endpoint pairs run much faster than others, depend-
ing on the script variable values, endpoint computer CPU speeds, and network
equipment. Unless you run a test for a fixed duration, you may find that some
pairs have completed all their timings before other pairs have even reported once.
You should experiment to get a good balance among pairs. The choices for end-
ing a test run are as follows:

* Run until any pair ends

Stops the test run when any endpoint pair completes executing its script or
ends with an error. Any timing records received after this first pair completes
its script are discarded. This ensures that all timing records used in the calcu-
lations were generated while the other endpoint pairs were still executing
scripts.

This setting is recommended for performance testing, particularly for highly
utilized lines, because it shows measurements taken during times of maxi-
mum contention for shared bandwidth. As soon as a pair finishes its script, all
pairs stop taking measurements, which means that no pair has an opportunity
to communicate over an empty line.

Sometimes a pair running a streaming script will complete the test with fewer
timing records than you specified in the script (in the script's
number of timing records parameter). This is because some data may have
been lost. A timing record is complete when Endpoint 2 has received enough
data to fill (and sometimes overflow) that record. However, one timing record
may contain lost data as well as successfully received data. The disparity in
the number of bytes sent and bytes received can cause the pair to complete
before Endpoint 2 can complete the total number of timing records for which
data was sent.

*  Run until all pairs end

Allows all endpoint pairs to run until they have completed all the commands
in their scripts or ended with errors.

Tests using this option may generate misleading data. The problem occurs as
scripts finish and there is less competition for available bandwidth. In fact,
the last executing script could have the network all to itself and report much
better results than it would if other pairs were still executing scripts—the
most likely situation under normal operating conditions.

This option is recommended only if the endpoint pairs do not share the same
network resources—that is, if they use different routers and physical media.
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Run for a fixed duration

With this option, all endpoint pair scripts run for a fixed period of time, ignor-
ing the number of timing records value in their output loop. At the end
of the period, the endpoints stop and Endpoint s return their results. You can
choose values from 1 second to 99 hours, 59 minutes, and 59 seconds.
Although the default setting is 1 minute, we recommend 2 to 5 minutes for
most performance testing. It Is important to test for a sufficient length of time
to generate at least 10 timing records; the records represent data samples, and
you need enough samples to ensure test reliability.

You may set a much longer duration for stress testing. However, because
application scripts generate roughly 50 timing records per minute on a LAN,
setting the duration to long time periods can generate an enormous number of
timing records—potentially exceeding the storage capacity of some console
computers. We recommend using the Script Editor to tune the inner loops of
your scripts so that they generate timing records less frequently. Experiment
before running multi-hour, multi-pair stress tests. The run time duration is
checked every time an END_LOOP or END TIMER command executes. This
may cause the actual run time to slightly exceed the run time you type here.

The “fixed duration” option for performance testing is useful because it
avoids situations in which some endpoint pairs complete their scripts long
before the others, leaving the last pairs a nearly empty line over which to
communicate. But be careful not to overstress your network with extraordi-
narily long tests and many pairs.

Related Topics

Run Options Tab on page 7-2

Factors Affecting Results on page 11-52
Performance Testing on page 7-2

How to End a Test Run on page 7-3

The Run Options dialog box also gives you an opportunity to determine how
results of a test will be reported. Because of the extra data flows created between
each Endpoint 1 computer and the Console, the way the Endpoint 1 computers
report the data in their timing records can affect test results. You can choose
between two reporting methods:

Batch

With this setting, timing records are saved at Endpoint 1 and forwarded to the
Console at the end of the test. Results are not displayed until the test com-
pletes, or until 500 timing records have been collected (or 300 for VoIP pairs).
This keeps network traffic from Endpoint 1 to the Console from interfering
with the actual performance measurements on your network. If you want to
find out the progress of the test, click the Poll button.

Batch reporting is always the recommended option for any performance test-
ing.

Real-time

With this setting, every time a timing record is created, it is sent back to the

Console. The Console updates the Test window as the timing records are
received, letting you see how the test is progressing. While this is handy for
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verifying tests, real-time operation can have dramatic, negative effects on the
test being run. Results are updated at least every 5 seconds. The specific
amount of time between updates depends on the number of pairs in the test.
Even if you choose real-time reporting, if you are running a loopback test
containing multicast groups in real time, it may take several minutes for the
timing records from the test to be shown in the Console.

We strongly recommend doing performance measurements with batch tim-
ings, which avoid the extra network traffic of real-time operation. This extra
traffic is doubled when executing a streaming script since the timing records
are sent from Endpoint 2 to Endpoint 1, which then forwards the records to
the Console. While real-time results look “cool,” they consume resources in
the network, at the endpoints, and at the Console. The worst-case behavior of
real-time reporting occurs with many endpoint pairs, each generating timing
records frequently.

Console behind Firewall

Select this option if there is a firewall between the IxChariot Console and
endpoint 1. When you select this option, the IxChariot Console will initiate
the connection with endpoint 1 for the duration of the test, thereby ensuring
that endpoint 1 will be able to transmit timing records whenever needed.

If you do not select this option, endpoint 1 initiates a connection with the
Console whenever it has timing records to transmit. If there is no firewall, the
connection is established successfully. However, if there is a firewall between
endpoint 1 and the Console, it will prevent endpoint 1 from establishing the
connection, in which case the test results will not be received by the Console.

Refer to Firewall Testing on page 10-13 for more information about test envi-
ronments that include firewalls.

Related Topics
Performance Testing on page 7-2
Factors Affecting Results on page 11-52

When you click Poll Endpoints Now on the Run menu during a running test, the
Console sends a request to each of the Endpoint 1 computers in the test to return
the number of timing records they’ve generated so far.

There are two good reasons to poll the endpoints while a test is running:

The test is reporting results in Batch, and you want to retrieve either a count
of timing records that have been collected, or retrieve the actual timing
records so that you can view them in the table and on the graph, without wait-
ing for the test to finish. (When reporting results in batch mode, IxChariot
normally saves the timing records at Endpoint 1 and forwards them to the
Console only at the end of the test or until a set number of timing records
have been collected (500 records for regular pairs, 300 records for VoIP
pairs).

You suspect that one or more Endpoint 1 computers can no longer be reached.
If Endpoint 1 is powered off during a test, the Console never actually knows
because the Console doesn’t maintain a connection with Endpoint 1 while a
test is running. Polling forces the Console to initiate contact with each End-
point 1 computer.

IxChariot User Guide, Release 7.10 7-5



Test Run Options
Run Options Tab

Clock
synchronization

Polling can, however, adversely affect your test results. As a general guideline,
you should disable the Poll endpoints option for a test that has 500 or more pairs.
If polling is enabled for a test with a large number of pairs, IxChariot may return
a CHR 0245 error. Further, you should refrain from selecting Poll Endpoints
Now from the Run menu during the execution of a test that has a large number of
pairs.

You can set the following options to control IxChariot polling behavior:
* Poll endpoints

Select this option to allow IxChariot to poll endpoints during a test. De-select
this option to disable polling.

e Interval

This option allows you to specify the automatic polling interval, in minutes,
when the test is run in real-time mode.

* Retrieve Timing Records

When this option is selected, IxChariot returns the actual timing records when
you click Poll Endpoints Now on the Run menu. When it is not selected,
IxChariot returns only a count of timing records when you click Poll End-
points Now on the Run menu.

This selection is applicable only to tests run in batch mode. Tests that run in
real-time mode always retrieve actual timing records

The more endpoints involved in a test, the less often IxChariot refreshes status
changes in the Test window. This reduces the overhead of updating records at the
Console. For large tests, this refresh period can take quite a long time. The actual
status of the endpoint (polling or running) may not be evident for a while, even
though the run status has changed while the test is running.

Related Topics

Ixia Port Access Restriction on page 4-4
One-Way Delay on page 10-47

The One-Way Delay Tab on page 11-27

The clock synchronization options allows you to specify the timing source for the
endpoints on a test network. There are three potential timing sources:

e Ixia hardware timestamps:

An Ixia chassis backplane can provide the timing source for all the ports in a
chassis chain. In this case, an endpoint obtains an Ixia hardware timestamp
each time it sends a time value over the network. The receiving node also
obtains an Ixia hardware timestamp, thereby enabling IxChariot to perform
the necessary time calculations using the hardware timestamp clock as the
reference system. Using Ixia hardware clock synchronization produces the
most reliable method of reporting one-way delays.

If you are setting up a test that uses a virtual chassis chain based on Ixia
AFD1 GPS clocking, you must select Ixia hardware timestamps as the clock
synchronization option. (Refer to Using an AFD1 in an IxChariot Test
Network on page 4-23 for more information.)
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e External device:

Clocking for Linux endpoints can be provided by external Network Time
Protocol (NTP) servers that are synchronized to the Global Positioning Sys-
tem (GPS).

Note: IxChariot provides external clock synchronization support for Linux
endpoints only.

External clock synchronization requires properly-configured NTP servers.
IxChariot does not verify that the external timing source is operational or
accurate. Consequently, if an NTP server is misconfigured or inoperable, test
results will be invalid.

You can use either of the following configurations when using NTP servers
and the GPS as the external clocking source:

e Each IxChariot Linux endpoint is configured with Performance Endpoint
software, a GPS device, and a properly-configured NTP server.

* Each IxChariot Linux endpoint is configured with Performance Endpoint
software, but is not configured with a GPS device and an NTP server.
Instead, a GPS device is connected to a separate network node on which
the NTP server is running. In this case, the IxChariot endpoints synchro-
nize to the NTP server over a local (very low latency) network. This con-
figuration generally yields lower accuracy than the first configuration.

Using external synchronization as the timing source is generally more reliable
than using the endpoint internal timers, but less reliable than using Ixia hard-
ware timestamps. External synchronization is preferred over endpoint inter-
nal timers on high latency networks, whereas endpoint internal timers are
recommended for endpoints that are on the same LAN.

* Endpoint internal timers:

When neither Ixia hardware timestamps nor an external device can be used as
the clocking source, Endpoint 1 and Endpoint 2 synchronize their time using
their internal timers. This synchronization occurs during test initialization.
The endpoints periodically synchronize their clocks based on the estimated
clock deviation computed from previous synchronizations. (You can force a
clock synchronization for each test run by setting the FORCE_CLOCKSYNC
keyword in the endpoint.ini files.)

The Run Options provide two clock synchronization options: Use Ixia hardware
synchronization, and External synchronization. You can select both, either, or
neither of these to specify the clock synchronization method you will use for
your test network. Table 7-1 describes the effect of setting these options.
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Table 7-1.  Effect of Clock Synchronization Settings

Options:

Use Ixia

hardware clock External Preferred Clock Fallback Clock

synchronization ~ synchronization | Source: Source:

Yes Yes Ixia hardware External device.
timestamps.

Yes No Ixia hardware Endpoint internal
timestamps. timers.

No Yes External device. N/A

No No Endpointinternal  N/A
timers.

As shown in Table 7-1, the timing source that each endpoint pair uses in a test
depends upon the selected options and the availability of that specific source:

e Use Ixia hardware clock synchronization

When this option is selected, all pairs attempt to use the Ixia hardware time-
stamp as the timing source on the test network. If the Ixia port hardware
timestamp is not available to a specific endpoint pair, that pair will use:

¢ the external clock source, if External synchronization is selected, or
* the endpoint internal timers, if External synchronization is not selected.

This provides support for tests in which Ixia pairs and non-Ixia pairs are both
used.

If available, Ixia hardware clock synchronization is always preferred over
external synchronization, which, in turn, is always preferred over endpoint
internal timers.

* External synchronization

When only this option is selected, all Linux endpoint pairs obtain their timing
values from the external timing source. [xChariot does not validate the pres-
ence of or the reliability of the external timing source. Rather, IxChariot
assumes that the clocking is provided by an external system.

Management Related Topics

Quiality of Service IxChariot Network Topology on page 2-2
IxChariot Test Process Overview on page 2-5
Chapter 9, Quality of Service Testing

The Management Quality of Service section of the Run Options dialog allows
you to specify QoS settings for IxChariot management traffic. There are two dis-
tinct management QoS settings:

e Console Service Quality

This setting specifies the QoS template that IxChariot will use for manage-
ment traffic sent from the console to Endpoint 1. This traffic includes the pre-
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setup and setup data that the console sends to Endpoint 1 prior to the start of
the test.

Endpoint Service Quality

This setting specifies the QoS template that IxChariot will use for all other
management traffic: management traffic from Endpoint 1 to the console, and
management traffic between Endpoint 1 and Endpoint 2. This traffic includes
the pre-setup and setup data that Endpoint 1 sends to Endpoint 2 prior to the
start of the test, the test results that Endpoint 2 sends to Endpoint 1 during the
test execution, and the test results that Endpoint 1 sends to the console during
the test execution.

To specify IxChariot default settings for either or both of these, select the desired
QoS templates in the fields on the Run Options Defaults tab in the Change User
Settings window.

To specify Management QoS settings for a specific test, first open the test, then
select the desired QoS templates in the fields on the Run Options tab in the Run
Options window. The per-test settings override the default settings.

The following points summarize the operation of the Management QoS feature:

QoS values that are to be used for all management traffic will be set through
the IxChariot console—or through the use of IxChariot APIs—and transmit-
ted to the endpoints in the setup phases, before the test begins running. There-
fore, the same QoS values will be used for management traffic by all the pairs
in a test. Different tests can use different values or even disable the use of
QoS for management entirely.

When a QoS value is selected for management traffic, that value will be used
for all management traffic throughout the test, whether or not different pairs
use separate logical networks for this traffic.

There are two separate settings for QoS management traffic: Console Service
Quality and Endpoint Service Quality.

Only TOS and DSCP templates are supported for management traffic.

The TOS and DSCP QoS templates will be available for use with manage-
ment traffic only if all the stations involved in the communication (console
and endpoints) support them.

QoS values for management traffic will be used during the sending of all
commands: pre-setup, setup, stop, and so forth. Refer to QoS During the
Three-Way Handshake on page 7-10 for a description of the QoS values used
during the initial three-way handshake.

Management QoS settings will be used for all timing record transmissions
and for clock synchronization.

The following limitations apply to the Management QoS feature:

QoS for management traffic is not supported on the following:
* hardware performance pairs
* VoIP hardware performance pairs

e IPX/SPX (used as the protocol for the management network)
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* IPv6 (used for management traffic between the Console and Endpoint 1).

* Only TOS and DSCP templates are supported for management traffic.

The default Management QoS templates defined for IxChariot at any given time
are saved in the registry, and loaded from the registry when the IxChariot Con-
sole starts up. Once saved in the registry, the default QoS templates are used in
every new test created from that console (unless you select different QoS tem-
plates for a specific test).

The QoS settings that you set as run options affect only the current test and are
therefore saved in the test file (tst file extension). Loading a particular test file
will also load its saved run options, including the preferred values for manage-
ment QoS. Furthermore, QoS values loaded as run options will override any pre-
vious default settings applied to the test.

However, both the registry and the test file contain only the name of the template
used for management QoS. The actual template is stored in the servqual.dat file,
as are test traffic QoS templates. Therefore, for a template to be applied properly,
the description corresponding to its name must be present in this file. This is
especially important when relocating tests from one machine to another. If a test
uses a custom named template, it is necessary to either copy servqual.dat onto the
new machine along with the test, or rebuild the template with known values
before running the test.

QoS During the Three-Way Handshake

During the TCP three-way handshake connection establishment process, IxChar-
iot sets a QoS value on the accept socket of the connection. Setting the QoS val-
ues for the pre-setup flow requires some processing that is not required for other
traffic flows. Specifically, it requires the use of the

INITIAL MANAGEMENT TOS value specified in the endpoint.ini file. During
pre-setup, the console sends a buffer to Endpoint ,1, and Endpoint 1 sends a
buffer to Endpoint 2. These buffers contain the QoS values that will be used for
all management traffic during the test. However, the endpoints must parse those
buffers to learn the QoS values. Once the pre-setup flow is complete, the end-
points use the QoS values that are specified for all the connections, including the
three-way handshake.

During the pre-setup flow, if the console is the TCP sender, the QoS settings are
handled as follows:

1. The console (sender) initiates the TCP connection, sending the initial SYN
packet. The console will always use the QoS values set in Run Options.

2. Endpoint 1 (the receiver) responds with SYN and ACK. This is where the
INITIAL MANAGEMENT _TOS value from the endpoint.ini file is used.
The receiver must use this value because it will not know the Run Options
QoS value until it receives the buffer and parses it.

3. The console (sender) responds with an ACK. The connection is established.

4. The console (sender) sends the management buffer containing the QoS value.
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Endpoint 1 (the receiver) parses the buffer and gets the QoS value. From this
point on, the endpoints will use the Run Option QoS value to communicate
with the sender.

Note: For Linux and Unix endpoints, the receiving side sends an acknowl-
edge packet as soon as the buffer is received (before parsing starts). There-
fore, this ACK packet will use the QoS marking from endpoint.ini file.
(However, if there was a previous run, the QoS markings will be inherited
from that run.)

The receiver sends a response to the sender. The sender acknowledges. They
close the connection. All these use the proper QoS values from run options.

Notes:

*  When an endpoint is the sender, it will initiate the connection only after it
has parsed the needed value from a previously sent buffer. Therefore, it
does not require the use of the INITIAL_MANAGEMENT_TOS value
from the endpoint.ini file.

* If subsequent tests are run using different QoS settings, and the end-
points are not reset, the values from the previous run will be used during
the pre-setup phase. The QoS values will be reset when the endpoint
parses the buffer.

¢ On Windows endpoints, if you change the Endpoint QoS value such that
no template is specified (or a null QoS value is specified), the endpoint
will not be able to reset the QoS value that was set during pre-setup.
Therefore, the receiving side will use the value from the previous test
throughout the pre-setup flow.

Refer to Chapter 9, Quality of Service Testing, for detailed information about cre-
ating QoS templates, and for procedures for using Quality of Service for applica-
tion traffic.

Related Topics

Accessing the Run Options on page 7-1
Polling the Endpoints on page 7-5
Performance Testing on page 7-2

In addition to controlling options for ending a test run, reporting results, and han-
dling initialization failures, the Run Options notebook lets you configure a num-
ber of other test parameters:

Collect endpoint CPU utilization

Instructs IxChariot to collect CPU utilization data for the endpoint computers
executing a test. CPU utilization is the percentage of available CPU time
spent executing all the currently active processes on a computer. It Is a good
indication of available network resources and the degree to which they may
be overtaxed. The CPU Utilization percentage is shown in the Percent CPU
Utilization of E1 column and the Percent CPU Utilization of E2 column on
the Raw Data Totals Tab of the Test window. These columns are only shown
if this box is checked. CPU Utilization values are shown only after a pair
completes; while a test is still running, “n/a” is shown.

This percentage is an approximation based on CPU utilization samples taken
during the test. Sampling starts during the first CONNECT or ACCEPT com-
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mand in the script and continues until the script is complete. After the script
completes, the average of the samples is calculated and reported to the Con-
sole.

Tests that collect endpoint CPU utilization should run for longer than 1 sec-
ond in order to collect meaningful CPU utilization numbers. The endpoint
samples the CPU utilization every 500 milliseconds and requires at least two
valid samples in order to calculate the percentage of utilization.

For computers with more than one CPU, IxChariot calculates the CPU utili-
zation percentage by adding together the percentages for each CPU and then
dividing this amount by the number of CPUs. For example, if a computer
contains two CPUs and one CPU is 50% utilized and the second CPU is idle,
the CPU utilization of the process is calculated as (50% +0%)/2 =25% CPU
utilization.

CPU Utilization is not supported by the endpoints on all operating systems.
For Novell NetWare computers that contain more than one CPU, IxChariot
returns the CPU Ultilization of the first processor only. Consult “Endpoint
Capabilities” in the Performance Endpoints guide for more information about
operating-system support.

Collect TCP statistics

If you are running tests on an Ixia chassis, you can select “Collect TCP statis-
tics” to instruct IxChariot to collect a set of TCP statistics for the endpoints
executing a test. These statistics are collected for TCP packets that include
SYN, FIN, ACK, and RST messages, as well as TCP connections, TCP
retransmissions, and timeouts.

TCP statistics collection requires IxOS 3.80 or higher and is available only on
load modules with a Power-PC 405 or Power-PC 750 processor: TXSS,
TXS4, STXS4, SFPS4, ALM-T8, ELM-ST2, TXS2, LM10GE700F 1B-P,
LM622MR, OLM1000STXS24.

Note also that complete IPv6 TCP statistics are only available in IxOS 4.10
and above. In IxOS 4.0 (and earlier), the following IPv6 TCP statistics are not
reported:

e SynReceived

¢ FinReceived

¢ FinAckReceived

e ResetReceived

These are marked “N/A” in the TCP statistics tab.

Refer to Collecting TCP Statistics on page 10-82 for more information about
collecting TCP statistics.

Validate data upon receipt

Instructs all the endpoints in a test to validate each byte they receive. In some
test environments, you may not be sure if the data is being transferred cor-
rectly from one endpoint to another. Endpoints can validate that what they
receive is what they expected to receive by comparing payload bytes to the
bytes specified in the script for the send datatype and

control datatype variables.
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Obviously, validation slows the performance measured at the endpoints. This
function should be used for network stress testing and for testing of new hard-
ware and software.

* Use a new seed for random variables on every run

The sleep or transaction delay script variable tells the endpoints to
pause. The send and receive buffer size variables specify the sizes of the
buffers the endpoints use when sending data. If you change the default “Con-
stant Value” to one of the four random distributions—Uniform, Normal, Pois-
son, or Exponential—the sleep durations and buffer sizes are based on
random numbers, which are generated from a “seed.” When IxChariot uses
the same seed on consecutive runs, the random sleep durations or buffer sizes
are generated in the same sequence.

You should have IxChariot use the same seed when you are trying to get the
same values for sleep durations or buffer sizes, run after run. Check this box
if you want the sequence of randomly selected values to be different on each
run.

e Use fewer connections for test setup

Instructs the Console to use the fewest possible connections to contact each
Endpoint 1 computer during the initialization phase of a test. Recommended
for large tests. This option is automatically selected when you add the 501st
pair to a test, unless you clear this box. For tests with >1250 pairs, this option
cannot be disabled. Test initialization may take slightly longer when this box
is checked.

If you change your mind, click Undo to reset all the fields in the Run Options
notebook to the values you had before you made any changes.

* Enable Ixia hardware timestamps

Select this option when creating a test that uses video pairs. The Ixia hard-
ware timestamps measure the delay factor with much greater precision on
IXIA hardware.

*  Number of overlapped sends

Enter the number of overlapped sends that you want your scripts to use during
test execution. You can enter any value from 2 through 999999. IxChariot
will save this setting to the Registry as the default value for new tests.

Overlapped I/O is a Microsoft Windows feature that allows sending (and
receiving) multiple buffers in parallel. This can yield higher throughput and
reduce CPU utilization.
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Error Handling Tab

Related Topics

Run Options Tab on page 7-2

Factors Affecting Results on page 11-52
Performance Testing on page 7-2

How to End a Test Run on page 7-3

How to Report Timings on page 7-4

Pair Reinitialization and Graphs on page 11-7

Three options you can configure in the Run Options dialog box give you some
control in failure-prone networks:

Stop run on initialization failure

Initialization occurs when you click the Run button: the IxChariot Console
contacts all Endpoint 1 computers, which in turn contact their Endpoint 2
partners. When you start a test, you are never completely sure whether all the
endpoints can be reached. But if your test involves many different endpoints,
you may want to run the test even if some of the endpoints are unavailable.

Checking the Stop on initialization failure box stops the run when any end-
point cannot pass all the initialization steps. If you leave the box cleared, the
test will be run if at least one endpoint pair can be initialized. Those endpoints
that cannot be initialized are omitted from the results and show errors.

Connect timeout during test

You may be testing in noisy networks, where long connections are frequently
dropped. IxChariot retries its connection attempts for the number of minutes
you specify here. If that amount of time elapses and a connection still cannot
be established, IxChariot declares a connection failure and issues the appro-
priate error message.

A connection attempt by an endpoint may consist of more than one Sockets
Connect call, even if the timeout is set to zero. If the connection failure is
due to a transient condition, such as network congestion, the endpoint will
issue a fixed number of Sockets Connect calls per attempt. If the failure is
due to a permanent condition, such as insufficient memory resources, the end-
point will issue one Sockets Connect call per attempt. This information
applies to TCP connections only. See “Mapping Communication Commands
to APIs” in the IxChariot Script Development and Editing Guide for more
information about endpoint operating systems using TCP.

A value of 0 minutes means that connection failure is declared after the first
unsuccessful series of connection attempts by the endpoints. The timeout
option tracks errors encountered on CONNECT INITIATE commands ina
script; errors that occur on SEND, RECEIVE, or other commands will still
cause a running test to stop. Thus, this timeout is most helpful in scripts with
short connections.

The accepted values are in the 0-999 range.
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* Stop test after x running pairs fail

You may want to let some pairs fail while the remainder of the pairs continue
executing their scripts. IxChariot implements this option when the test enters
the running state. Once in running state, IxChariot lets the specified number
of pairs fail before terminating the test.

The accepted values are in the 0-9999 range.

Note: When the Run until any pair ends radio button is selected in the How to
end a test run pane in the Run Options tab, the Stop test after x running pairs fail
option is disabled.

e Allow pair reinitialization for setup

When you select this option, IxChariot will attempt to reinitialize an endpoint
pair that fails during the initialization phase of the test.

The reinitialization feature provides flexibility in test planning and execution.
When running large-scale tests (up to 100,000 pairs), it is often desirable—if
not necessary—for a test to proceed even if some of the pairs fail during ini-

tialization, and to allow IxChariot to reinitialize the pairs that fail.

When you select the Allow pair reinitialization for setup option, you must
also set the following parameters:

e Try reinitialization n times

Specify the number of times that IxChariot should attempt to reinitialize
the failed endpoint pair. The default is three attempts.

If IxChariot is not successful in reinitializing the pair after the specified
number of attempts, initialization of the pair is considered to have failed.
At this point, the pair will be included in the count of failed pairs (refer to
the Stop test after x running pairs fail parameter above).

Accepted values are in the 1-99999 range.
* Try reinitializing after » milliseconds

Specify the number of milliseconds to wait between reinitialization
attempts. The default is to wait ten milliseconds between attempts.
Accepted values are in the 1-99999 range.

e Allow pair reinitialization at runtime

When you select this option, IxChariot will attempt to reinitialize an endpoint
pair that fails during the execution of the test.

The reinitialization feature provides flexibility in test planning and execution.
When running large-scale tests (up to 100,000 pairs), it is often desirable—if
not necessary—for a test to proceed even if some of the pairs fail during test
execution, and to allow IxChariot to reinitialize the pairs that fail. As another
example, in many WLAN tests it is not uncommon for a pair to fail if the per-
formance endpoint moves out of the coverage area of the access point (AP)
while the test is in progress. By using appropriate reinitialization options, you
can allow IxChariot to reinitialize the pairs that fail.

When you select the Allow pair reinitialization at runtime option, you must
also set the following parameters:
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* Try reinitialization n times
Specify the number of times that IxChariot should attempt to reinitialize
the failed endpoint pair. The default is three attempts.

If IxChariot is not successful in reinitializing the pair after the specified
number of attempts, initialization of the pair is considered to have failed.
At this point, the pair will be included in the count of failed pairs (refer to
the Stop test after x running pairs fail parameter above).

Accepted values are in the 1-99999 range.
e Try reinitializing after » milliseconds

Specify the number of milliseconds to wait between reinitialization
attempts. The default is to wait ten milliseconds between attempts.
Accepted values are in the 1-99999 range.

Jitter (Delay
Variation)

Result Ranges Tab

Related Topics

The Jitter Tab on page 11-29

The Lost Data Tab on page 11-31

Video Pair Defaults Tab on page 6-24
Jitter and Delay Variation on page 10-52

User-defined result ranges are provided so that you can more accurately deter-
mine call quality based on hardware and network thresholds, such as the size of
the jitter buffer at the receiving endpoint and the relative standards in place to
judge call quality. Refer to The Jitter Tab on page 11-29 and The Lost Data Tab
on page 11-31 for more information about how results are presented.

These ranges indicate the number of datagrams (expressed as a percent of the
total number of datagrams sent) that experienced jitter. Delay variations, in milli-
seconds, are placed in groups, or ranges, so that you can compare them to such
benchmarks as the size of the jitter buffer and the standards for call quality estab-
lished for the hardware you are using.

* Range

By default, IxChariot configures delay variation jitter data in five ranges.
Clear the boxes next to any ranges you don’t want to see in your results.

*  Minimum (ms)
Sets the lower limit of the range, in milliseconds. Automatic setting.
*  Maximum (ms)

Sets the upper limit of the range, in milliseconds. Leave the value in place or
enter a new value to change the default ranges. Ranges must be contiguous.
As you change each range, the value for the next range minimum is automati-
cally filled in.

Default settings for the five Jitter (delay variation) ranges are as follows:

e 0-10 ms

7-16

IxChariot User Guide, Release 7.10



Test Run Options @
“enutrampes . S NXLA

11-20 ms
21-30 ms
31-50 ms

e 51 +ms

Consecutive Lost Consecutive Lost Datagrams indicates the call quality based on the amount of the
Datagrams transmission that experienced noticeable loss. Also helps to determine the rela-
tive burstiness of datagram loss during the voice transmission.

* Range

By default, IxChariot configures data on lost datagrams in 5 ranges. Clear the
boxes next to any ranges you don’t want to see in your results.

*  Minimum
Sets the lower limit of the range, in number of datagrams. Automatic setting.
*  Maximum

Sets the upper limit of the range, in number of datagrams. Leave the value in
place or enter a new value to change the default ranges. Ranges must be con-
tiguous. As you change each range, the value for the next range minimum is
automatically filled in.

Default settings for the five Consecutive Lost Datagram ranges are as follows:

e 1-1
e 23
e 4-5
° 6-10
e 11+
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Related Topics
Setting Datagram Run Options on page 10-4
UDP Throughput Testing on page 10-4

On the Datagram tab in the Run Options notebook, you can configure options
for datagram testing (i.e., testing with the connectionless protocols UDP, IPX,
and RTP). The IxChariot Console itself provides for the retransmission of lost
data in test with these protocols. IxChariot does not retransmit when using a
streaming script.

Expect to do some experimentation to find the best combination of settings for
these options. If you change your mind, click Undeo to reset all the fields to the
values you had before you made any changes.

Non-Streaming The first three options on the Datagram notebook page apply only to non-stream-
Script Options ing scripts:
*  UDP Window Size
The number of bytes that can be sent from an endpoint to its partner without
an acknowledgment. Calculate the number of datagrams sent in a window by

taking the Window Size, dividing by the script’s send buffer size, and
rounding this value up. Default value is 1500.

¢ Retransmission Timeout Period

The number of milliseconds the sender will wait, after sending for the first
time or retransmitting a block of data, to receive an acknowledgment that the
block was received. Default is 200 ms.

*  Number of Retransmits before Aborting

The number of times the sender will re-send a block of data for which an
acknowledgment is not received. Default number of retransmissions is 50.

Streaming Script The next two options apply only to streaming scripts.
Options + Receive Timeout

The number of milliseconds the receiver waits before determining that the
streaming script has ended. The default timeout value is 10000 ms. If End-
point 2 is running on Windows, the minimum receive timeout value is 500
ms.

*  Multicast Time To Live (TTL)

Controls the forwarding of IP Multicast packets. Set this value based on how
far you want the data forwarded.

This field defaults to a value of 1 hop. However, the packets cannot cross a
router if the TTL value is 1. If you run a test with a TTL less than the number
of routers between the endpoints, the test fails and you receive the error mes-
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sage CHRO0216. You’ll need to adjust the TTL to run a test with a multicast
group that crosses a router.

RTP Options There is one option that applies only to scripts that generate RTP traffic.

Use extension headers for RTP timestamps

When you select this option, IxChariot will generate RTP packets with the
header extension described in RTP Header Timestamp on page 5-8.

When you de-select this option, IxChariot will generate RTP packets with
IxChariot legacy timestamps.

Data Rate The four data rate optimization options apply only to streaming pairs. These
Optimization options allow you to enable optimization algorithms for sending streaming traffic
Options at a fixed rate. There are two algorithms: one to reduce jitter, the other to avoid

throughput spikes by limiting the data rate.

Low sender jitter

When checked, this option enables an optimization algorithm that uses very
precise timers to reduce jitter. When this algorithm is enabled, the datagrams
are sent by Endpoint 1 at more precise intervals than when the standard algo-
rithm is in effect.

Limit data rate

When checked, this option enables an optimization algorithm that limits the
data rate (throughput) measured on intervals much smaller than a timing
record interval.

The option is enabled only when the Low sender jitter option is enabled.
Data rate limit
The option is enabled only when the Limit data rate option is enabled.

Use this field to specify the data rate limit for the streaming pairs in the test.
The data rate limit is expressed as a percent of the required data rate defined
in the script (the send data rate variable). For example, a value of 100 means
that the limit is equal to 100% of the required data rate. The valid range of
values is from 100 through 200.

Measured interval
The option is enabled only when the Limit data rate option is enabled.

Use this field to set the measured interval for all the streaming pairs in the
test. This is the interval (in milliseconds) over which IxChariot enforces the
data rate limit. The valid range of values is from 1 through 999,999 ms.

The purpose of this optimization algorithm is to prevent IxChariot from
exceeding the required data rate (which may happen with the standard
IxChariot algorithm). Therefore, you will typically set this value to match the
interval over which the network devices check for throughput spikes.
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When To Use Data Rate Optimization

The standard IxChariot algorithm for sending traffic at a fixed rate is designed to
maintain the required data rate (as defined by the send data_rate variable in the
script) on average over the entire timing record interval. For streaming scripts,
this method can potentially lead to two undesirable outcomes:

* The datagrams will not always be sent at fixed intervals. In some cases, the
send jitter will be high.

e The algorithm may exceed the required data rate over a small interval in order
to maintain the average data rate on the timing record interval. Some network
devices will treat this as a throughput burst and drop the traffic.

You can reduce or eliminate these problems by enabling the data rate optimiza-
tion options. There are three combinations of settings that you can set:

*  Uncheck Low sender jitter. In this case, IxChariot uses the standard algorithm
for sending traffic at a fixed rate. The optimization algorithm is disabled.

e Check Low sender jitter and uncheck Limit data rate. In this case IxChariot
will use the high precision timers and sleeps to ensure low sender jitter, but
will not enforce any new throughput limits (the regular limit for the entire
timing record interval will remain in effect).

e  Check both Low sender jitter and Limit data rate. In this case, IxChariot will
use the high precision timers and will also enforce the data rate limit over the
requested interval.

Using a Data Rate Limit Greater Than 100

Note that enabling the Limit data rate option can result in a throughput rate that
is lower than that required data rate (measured over the timing record interval).
For example, if the first several send operations in a data stream transmit at a rate
significantly lower than the send data rate value, subsequent send operations
cannot exceed the send data rate in an effort to make up for the initial lower
transmission rate. In contrast, the standard IxChariot algorithm for sending traffic
at a fixed rate will, if necessary, exceed the send_data_rate to maintain the
required data rate. Setting the data rate limit value to 100% results in a trade-off:
it eliminates spikes at the cost of throughput.

If a data rate limit value of 100% results in unacceptable loss of throughput in a
test, you can increase the value (up to 200%) to increase throughout while keep-
ing the throughput spikes to an acceptable level.

Data Rate Optimization Limitations

Note the following limitations on the use of the data rate optimization options:

e The data rate optimization options are only applicable for the following Per-
formance Endpoints: Windows 32-bit, Windows 64-bit, and Linux On Pow-
erPC.

e The data rate optimization options require Endpoint 1 (the sender) to be run-
ning a Performance Endpoint software release of 6.70 or higher.
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* The data rate optimization options are intended for tests that use fewer than
ten streams. Internal tests at Ixia show that the settings are most effective
when between four and seven streams are used.

Ixia Port Configuration Tab

Related Topics
Stack Manager User Guide
The Tools Menu on page 3-10

The Ixia Port Configuration tab provides the following run options:

* Apply only Endpoint DoD package

Select this option if you want to apply the endpoint DoD package only, with-
out applying the configuration.

NOTE: Enabling the Apply only Endpoint DoD package option disables the
Deconfigure ports and release ownership after the test ends option.

* Deconfigure ports and release ownership after the test ends

Select this option to deconfigure the Ixia ports used in your test(s) and release
ownership on them as soon as the test(s) end.

e Use default IXTCLServer

If you select this option, IxChariot will use the TCL Server on the default
Master chassis from the configuration, (the first chassis in the list).

If you de-select this option, the User defined Ix-TCLServer text box is
enabled. In this case, you need to specify the location of the specific TCL
Server to use.
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Large-Scale Tests in
IxChariot

IxChariot is a highly-scalable test architecture, allowing you to create and run
tests using as few as one endpoint pair to as many as 100,000 endpoint pairs. This
chapter focuses on the requirements for creating large-scale tests.

Topics in this chapter:

*  Maximum Number of Pairs on page 8-1

e IxChariot Console Memory Requirements on page 8-2

o Testing with 500 or More Pairs on page 8-3

*  Modifying Application Scripts on page 8-7

e Tips for Running Large-Scale Tests on page 8-12

*  Configuring Virtual Addresses on Endpoint Computers on page 8-15

Total Number of
Pairs Per Test

Maximum Number of Pairs

There are two aspects to determining the maximum number of pairs that you can
use in an IxChariot test:

e Total Number of Pairs Per Test

*  Maximum Number of Pairs Per Endpoint

IxChariot supports a total of 100,000 pairs in a test, assuming that your test
network has the capacity to support this maximum and your IxChariot software
license permits it. This limit is independent of the specific Performance
Endpoints that you are using.

For example, if you are running Windows Vista on your endpoint computers, you
can design a test that uses 66 endpoint computers: 33 endpoint 1 computers, and
33 endpoint 2 computers. Each of the 33 endpoint 1/endpoint 2 pairs could
support 3,000 concurrent TCP connections, for a total of 99,000 TCP
connections.
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Maximum Number
of Pairs Per
Endpoint

The maximum number of pairs that IxChariot supports for an individual
IxChariot Performance Endpoint depends upon the following factors:

e The specific Performance Endpoints that you are using.
e The layer 3 and layer 4 protocols that your test requires.
e The amount of RAM installed in your endpoint machines.

e The specific operating system that you are running in your endpoint
machines.

e The Run Options that you have set for your test.
e The Ixia Load Modules that you are using in your test (applicable to the IxOS

Performance Endpoint only).

For example, the HP-UX Performance Endpoint, running on an endpoint
machine with 1 GB of RAM, will support of maximum of 200 TCP pairs and a
maximum of 150 UDP pairs.

For More Information

Refer to the “Endpoint Pair Capacity” topic in the IxChariot Performance
Endpoints guide for a comprehensive matrix listing the memory requirements for
each Performance Endpoint and the number of pairs supported for each protocol.

IxChariot Console Memory
Requirements

If you are planning to run large-scale tests, you need to ensure that your
IxChariot Console PC has sufficient memory to support your requirements. Table
8-1 identifies the minimum requirements and recommended configuration for
various pair counts.

Table 8-1.  IxChariot Console RAM Requirements for Large Tests

Number
of Pairs

Minimum
Requirements

Recommended
Configuration

1,000
5,000
10,000
50,000
100,000

Pentium Ill, 90 MB free RAM
Pentium 4, 140 MB free RAM
Pentium 4, 204 MB free RAM
Pentium 4, 732 MB free RAM
Pentium 4, 1.5 GB free RAM

Pentium 4, 256 MB RAM
Pentium 4, 512 MB RAM
Pentium 4, 512 MB RAM
Pentium 4, 2 GB RAM
Pentium 4, 2 GB RAM

Another factor to consider when evaluating memory requirements for your

IxChariot Console PC is the number of tests that you can open at the same time.
Table 8-2 on page 8-3 identifies the approximate number of tests that you will be
able to open concurrently, based on the number of pairs in the test, the number of
timing records per pair, the number of timing records, and the configuration of
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the PC. The results shown were obtained by Ixia using a PC with a Pentium 4
processor with 2 GB of RAM.

Table 8-2. RAM Requirements for Opening Multiple Tests

Numberof Number of Number of Number of tests Opened
Pairs TimingRecords TimingRecords Without Exhausting
PerTest Per Test Per Pair Available Memory

1,000 50,000 50 72

10,000 500,000 50 10

20,000 1,000,000 50 5

50,000 500,000 10 2

100,000 1,000,000 10 1

The tests from which the data in Table 8-2 were derived included test results.

Graphing
Adjustments

Testing with 500 or More Pairs

Broadly speaking, we use the term “large-scale test” to refer to any test that
approaches the maximum pair limitations for the Performance Endpoints that you
are using. Using this definition, a test using Linux x86 Performance Endpoints
with 300 pairs and a test using Windows CE Performance Endpoints with 85
pairs are both large-scale, in the sense that they can stress the Performance
Endpoint and the endpoint machines.

This section, however, focuses on adjustments that IxChariot makes—and that
you may need to make—once you define a test with 500 or more pairs. It is
organized into the following topics:

*  Graphing Adjustments on page 8-3

*  Results Grouping on page 8-4

e Setting Run Options for Performance Testing on page 8-4

e Additional Recommended Run Options on page 8-6

*  Configuration Changes for Linux and Windows on page 8-6

Because each endpoint pair is represented by an individual line in IxChariot
graphs, a graph of more than 500 pairs cannot be displayed effectively. Unless
you take steps to limit the number of elements in a graph, you will see the follow-
ing message in the graphing area once the results are in:

Too many pairs are selected to graph by pair

By default, IxChariot will attempt to graph each endpoint pair individually.
When your test includes a large number of pair, you should consider placing the
endpoints in groups, and graphing the groups rather than graphing the individual
pairs. Organizing pairs in groups means you’ll be able to see and use your results
much better. Once endpoints are grouped, click Graph Configuration on the
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Results Grouping

Setting Run Options
for Performance
Testing

View menu. Under the heading Graph Content, click Groups to graph your end-
point pairs by their group name. IxChariot’s ability to graph by group depends on
the number of timing records in the test. Organizing endpoints into multiple
groups instead of a single large group improves GUI performance.

You can disable graphing altogether by clicking Disable Graphing on the View
menu. The graph legend is automatically disabled when graphing is disabled.

Another graphing option is to unmark some endpoint pairs for graphing until you
get below the 501-pair cutoff point. The graph icon next to a pair in the Test win-
dow indicates that it will be graphed. To unmark a pair, highlight it and click
Unmark selected item(s) on the Edit menu.

When you create a test with 1,001 or more pairs, the IxChariot Console
automatically groups the pairs in blocks of 500, as shown in Figure 8-1.

Figure 8-1. Automatic Grouping of Pairs

Test Setup |
Fair Group
Group Mame
E Al Pairs

E_IF'airs 1 - 500 [Pair count: 500]
Pairs 501 - 1000 [Pair count: 500]
[H Pairs 1001 - 1500 [Pair count: 1]

When you create a test with 500 or more pairs on the same endpoint, it is
recommended that you enable the Sef the test run options for performance testing
run option for the test.

When you enable the Set the test run options for performance testing option,
IxChariot chooses the following settings for your test:

* How to report timings: Batch.

Report results in batch mode, after the test run completes. Batch reporting
does not consume extra CPU resources during the test. It Is extremely diffi-
cult for your network to report test results in real time during a large test.
Each endpoint can generate hundreds of timing records during a single short
test, and every record must be returned to the IxChariot Console. If they are
reported in real time, timing records could overwhelm the link between the
Console and the Endpoint 1 computers.

* Poll endpoints: Disabled.

Polling consumes network resources, creating extra data flows that interfere
with measurements.

e Use fewer setup connections: Enabled.
For very large tests, it is essential for the Console to use fewer connections to

send test setup information to the endpoints.

These options are shown in Figure 8-2 on page 8-5.
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Figure 8-2. Run Options for Performance Testing
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Additional
Recommended Run
Options

Configuration
Changes for Linux
and Windows

When you are running a large test that may stress the IxChariot Console, it is
doubly important to select settings that will yield optimal IxChariot GUI perfor-
mance and accurate test results.

Many of the default Run Options are already appropriate for performance testing.
Following is a set of recommended run option setting that you should consider
for each large test that you create:

* How to end a test run: The default setting is “Run until any pair ends.” With
large tests, it may be more appropriate to run the test for a fixed duration.

* How to handle failures: The default setting is “Stop run on initialization fail-
ure.” With large tests, it is more likely that a single pair may fail during test
initialization or test execution, in which case the test will stop if you are using
the default setting. You can use the Allow pair reinitialization settings to
allow an endpoint to reinitialize a pair that fails, either during test initializa-
tion or test execution.

* Clock synchronization Hardware Timestamps: Disabled

e Collect endpoint CPU utilization: Disabled

* Collect TCP statistics: Disabled

* Validate Data on Receipt: Disabled

e Use a New Seed for Random Variables on Every Run: Disabled.

* Enable Ixia hardware timestamps: Disabled

The Clock synchronization, CPU collection, TCP statistics collection, Data Vali-
dation, and New Random seed options are all automatically turned off for perfor-
mance testing because they create extra flows of data on the network and require
unnecessary processing overhead.

When using the 32-bit and 64-bit Windows and Linux Performance Endpoints,
you may need to make some configuration changes to ensure that they can
accommodate the maximum number of concurrent network connections.

Linux Configuration Changes

Depending upon your Linux distribution and release level, you may need to
increase the maximum number of open files descriptors when using Linux
computers as endpoints. To do so, use the following command:

ulimit -n descriptors

where descriptors is the number of file descriptors. The recommended value
for ulimit is approximately:

2 * number-of-pairs + 100

Therefore, for 300 pairs the value would be approximately 700.

IxChariot User Guide, Release 7.10



Large-Scale Tests in IxChariot ¢ IXI A

Modifying Application Scripts / \

Windows Configuration Changes

When running a test that uses Windows computers as endpoints and requires a
large number of pairs (at or near the maximum), it is recommend that you
increase the TcpMaxDataRetransmissions. If you leave the TCP maximum
retransmissions value set to the default, your test may fail due to a TCP timeout.

Microsoft provides detailed instructions for modifying the TCP/IP stack
parameters to allow for more TCP retransmissions; the instructions are available
from this web site: http://support.microsoft.com/kb/170359/EN-US/.

Ixia tests have shown that changing the TcpMaxDataRetransmissions parameter
to 16 (from the default of 5) allows a 500-pair test to execute successfully.
Setting this parameter to 30 should be sufficient for a test that includes 3,000
pairs (if you are using Windows Vista).

For More Information

Refer to the “Endpoint Pair Capacity” topic in the IxChariot Performance
Endpoints guide for a list of the memory requirements for the 32-bit and 64-bit
Linux and Windows Performance Endpoints.

Adjusting for
Maximum Timing
Records

Modifying Application Scripts

As you increase the number of pairs used in a test, it is important that you make
appropriate modifications to the scripts to accommodate the increased load on the
network. The topics that follow explain why this is necessary and provide
recommendations for modifying the scripts:

*  Adjusting for Maximum Timing Records on page 8-7
e Scripts Suitable for Large-Scale Testing on page 8-11

Because there are a number of interrelated factors that determine the rate and
volume of timing records returned to the IxChariot Console, there are various
ways that you can modify your application scripts to ensure that the endpoints
will not need to buffer timing records and potentially cause a test to fail. These
modifications are needed to control one or the other of these two factors:

e The rate at which timing records are returned to the console: If the timing
records are generated at too fast a rate, the endpoint will need to buffer them,
potentially leading to buffer overflows on the endpoint computer.

* The volume of data that is generated: If Endpoint 1 transmits more records
per second than the console can accept, the endpoint will need to buffer them,
potentially leading to buffer overflows on the endpoint computer.

Reducing the Volume

The most direct way to reduce the total number of timing records that are
returned to the Console is by changing the number of timing_records variable in
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the script. Table 8-3 shows an example in which the number of timing records is
reduced from 100 to 10. This reduces the total number of timing records by a
factor of 10 (in this example).

Table 8-3.  Change number_of_timing_records In a Script

Number Number of Timing Total Number of Timing Records
of Pairs Records Per Pair for the Test

10,000 100 1,000,000

10,000 10 100,000

Reducing the number of timing records has the following effects:

e Itreduces the amount of data (total number of timing records) that is transmit-
ted from Endpoint 1 to the Console.

e It reduces the granularity of the test results. Reducing the granularity of the
test results is not always a desirable result, but it is the trade-off for reducing
the number of timing records.

Controlling the Rate

Another way to avoid buffer overflows is to control the rate at which the timing
records are generated and returned to the Console. There are two basic
approaches:

*  Change the File Size on page 8-8

e Change the Number of Transactions on page 8-9

Change the File Size

One method for controlling the rate at which records are generated and returned
to the Console is by changing the File Size variable in the script, possibly in
conjunction with reducing the number of timing records generated per pair. Table
8-4 shows an example in which both the number of timing records and the file
size (number of bytes) are modified.

Table 8-4.  Change file_size and number_of_timing_records in a script

Number of Number of Total Number Test Timing
Bytes timing Records of Bytes for Duration (in Records
(file_size) Per Pair the test minutes) per Second
100,000 100 10,000,000 54 seconds  1.919
100,000 10 1,000,000 6 seconds 1.923
1,000,000 10 10,000,000 54 seconds  0.193

Table 8-4 shows how changes to the file size and the number of timing records
per pair impact the transaction rate (number of timing records transmitted per
second):

8-8
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e The first row shows an example of a test that requires 54 seconds to run
through to completion. This test transmits 1.919 timing records per second.

* The second row shows that reducing the number of timing records by a factor
of 10 reduces the test duration by the same factor. As with the first row, this
test generates approximately 1.9 timing records per second.

e The third row shows that reducing the number of timing records by a factor of
10 while increasing the file size by a factor of 10 allows the test to attain the
original test duration and generate the original volume of data (10,000,000
bytes). However, this test generates 0.193 timing records per second, as com-
pared to 1.923 timing records for the test in row 2.

The duration of a test must also be considered. For example, if a test cuts 10
timing records per pair in 54 seconds (as shown in Table 8-4 on page 8-8), it will
cut approximately 600 timing records in one hour and 59,400 timing records in
99 hours. If the test has 100,000 pairs it will cut 5,940,000,000 timing records
total per test. In a case such as this, you may need to reduce the number of timing
records per pair to limit to total number of timing records that will be generated
for the test.

As with the example in Table 8-3 on page 8-8, these adjustments may result in a
reduction in the granularity of the test data. Your test objectives will determine
which trade-offs you will need to make in your test.

Change the Number of Transactions

Another way to reduce the rate at which timing records are returned to the Con-
sole is to increase the number of transactions per timing record, while reducing
the number of timing records generated.

For example, Table 8-5 compares two pairs from a test. They both transmit the
same volume of data within the same amount of time, but pair 2 requires
approximately twice as much time to transmit a single record (because each
record contains twice as much data).

Table 8-5.  Effect of Changing Transactions Per Record

Pair Number of Timing Transactions Per Bytes Sent by E1
Number Records Record per Timing Record
1 100 1 100,000

2 50 2 200,000

Figure 8-3 shows a comparison of these timing records. The elapsed time for the
first record for pair 1 is 0.524 seconds, whereas the elapsed time for the first
record for pair 2 is 1.046 seconds.
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Figure 8-3.
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Reducing Buffer Sizes

Other Script Modifications

Another factor in successfully running a test that approaches the maximum
number of pairs is to adjust the sizes of the SEND and RECEIVE buffers. In
some scripts, the default value for these buffers is DEFAULT, which allows the
operating system to set the value. However, because the buffers are allocated for
each pair, your buffers may exhaust all available memory unless you set the
buffers to a smaller size.

In general, you should consider reducing the buffer sizes as you increase the
number of pairs used in a test. This is especially important if you enable the
“Validate Data on Receipt” run option.

Refer to Firewalls and Fixed Ports on page 8-13 for information about other
script changes that may be required if you are testing in a network with an active
firewall.
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Some of the IxChariot application scripts are especially suitable for large tests.

Recommended Scripts for Large-Scale Testing

Following is a description of the scripts that are suitable for large tests, with
recommendations for scaling them up for larger tests:

e Throughput.scr and High Performance Throughput.scr

These scripts test network throughput by sending a large file from Endpoint 1
to Endpoint 2. Endpoint 2 receives and acknowledges the file. The

High Performance Throughput.scr script differs in the size of the file that is
sent (10,000,000 bytes versus 100,000 bytes) and in the setting of the

send buffer size. Refer to Adjusting for Maximum Timing Records on page

8-7 for a description of the types of modifications you may want to consider
for these scripts.

e Large Test Response Time.scr

This is a modified version of the Inquiryl benchmark script. It emulates
50,000 users each performing 10 inquiry transactions per hour. The script
uses a randomized transaction delay with a normal distribution in a
range of 10 to 26 seconds. Use this script when a test calls for a large number
of users performing short transactions. Depending on what
transaction_delay value is chosen, the test should be run (if using run for
duration) for a longer duration than the delay, otherwise you may not get very
many timing records.

e Large Test Throughput.scr

This is a modified version of the Fi lesndl benchmark script. It transfers a
file at a send_data_rate of 2 KBps. It provides for a good test of many
users, all establishing connections and transferring data at a given rate. Each
pair represents 1 user, although the script could be modified to emulate multi-
ple users. See Emulating Multiple Users on page 10-92. This test works for
any number of pairs (up to maximum supported by your Performance End-
point). You might modify the send data rate for smaller tests, but be
careful: you can easily flood the network. This script is good for testing the
throughput capacity of your network (“filling the pipes”).

Creating a Stepped-Load Test

If you want to create a stepped-load test, in which a large number of pairs (500 or
more) gradually increases in increments of, for example, 500, start by creating
the maximum number of endpoint pairs that will be running simultaneously. (Be
careful not to exceed the number of pairs allowed by your license.) Select
Large Test Response Time, or another script that uses long connections and
sends a small amount of data. Then edit the script to use a different

initial delay for each group. The initial delay variable determines how
long an E1 will wait before it begins executing the script. Rename the script each
time you edit it so that you can keep track of which pairs started their scripts first
and which ones started later, when the network was already busy.

IxChariot User Guide, Release 7.10 8-11



Large-Scale Tests in IxChariot
Tips for Running Large-Scale Tests

Reducing the
Number of Threads

Keeping Log File
Size to a Minimum

Using the
Command Line to
Run Large Tests

Tips for Running Large-Scale
Tests

The IxChariot Console supports tests with thousands of simultaneous endpoint
pairs, but the operating systems of the Console and endpoint computers may cre-
ate some problems unless you take steps in advance. Depending on your hard-
ware and operating systems, you may need to limit the number of pairs you
configure on each endpoint computer, even when the endpoints are multiproces-
sor computers. See the following topics for details.

*  Reducing the Number of Threads on page 8-12

* Keeping Log File Size to a Minimum on page 8-12

*  Using the Command Line to Run Large Tests on page 8-12
e Device Drivers on page 8-13

*  Firewalls and Fixed Ports on page 8-13

* Data Retransmission Timeouts on page 8-15

*  Synattack Protection on page 8-15

*  Configuring Virtual Addresses on Endpoint Computers on page 8-15

If an endpoint computer contains many virtual addresses or multiple adapters,
use a single unique setup value for all addresses on that computer. This allows
IxChariot to use fewer threads during test setup, and it means you can have mul-
tiple unique pair combinations with fewer computers. Configure test setup values
by selecting pairs in the Test window and clicking Edit Pair Setup on the Edit
menu. See Cloning Hardware Performance Pairs on page 5-25 and Configuring
Virtual Addresses on Endpoint Computers on page 8-15 for more information.

Upon startup, IxChariot displays a popup warning if your error log file exceeds 5
MB in size. Log files greater than 5 MB may inhibit performance, particularly
when you are working with large numbers of endpoint pairs. Running tests with
500 or more pairs can rapidly increase the size of your Chariot.log or
runtst. log files even if only a small percentage of all the pairs fail. Massive
log files are hard to read and consume extra CPU resources.

If you see this popup message, you should delete your log file and let IxChariot
begin logging again with an empty file. If you want to preserve the log file, make
a backup copy. IxChariot’s Error Log Viewer does not support deleting individ-
ual log entries, but you can open and read the log file before you decide whether
to delete it; see The Error Log Viewer on page 12-8 for a full discussion. Refer to
FMTLOG: Formatting Binary Error Logs on page 5-69 for more information
about IxChariot’s error logs.

Related Topics
RUNTST: Running Tests on page 5-67
FMTTST: Formatting Test Results on page 5-70

8-12

IxChariot User Guide, Release 7.10



Device Drivers

Firewalls and Fixed
Ports

Large-Scale Tests in IxChariot ¢ IXI A

Tips for Running Large-Scale Tests /\

If your test contains more than 10,000 pairs, you should not plan to run it using
the IxChariot GUI, which will probably not run as well as you’d prefer. Instead,
you should run it from the command line. Refer to RUNTST: Running Tests on

page 5-67 for more information about RUNTST.

By default, RUNTST runs in “quiet mode.” This means that you’ll see less output
while it is running. If you want to see the output while RUNTST is running, use the
-v flag with RUNTST:

runtst tst filename [new test filename] [-t N] -v

This returns RUNTST to verbose mode; however, this is not recommended for
large tests.

RUNTST is also optimized for Telnet so that you can easily run it from a remote
location.

To export your results, use the command-line program FMTTST. For large tests,
exporting to HTML is not recommended; HTML files will be extremely large. In
addition, your formatted output might not show results for all pairs. That’s
because pairs in exported output are either collapsed or expanded, depending on
the settings you selected in the Test window. See Sorting and Grouping Pairs on
page 5-26 for more information.

We recommend exporting results for large tests to . Csv format.

Export your results to . CSv format using the -v flag:

FMTTST tst filename [output filename] -v

By default, all pairs/groups are marked for export, which potentially creates a
very large . csv file. FMTTST does not offer an option to unmark the pairs you
don’t want to include in the exported file. Load the test into the IxChariot GUI
and unmark desired pairs and/or groups by clicking Unmark Selected Item(s)
on the Edit menu. Then export the test using FMTTST.

FMTTST is discussed in FMTTST: Formatting Test Results on page 5-70.

To achieve maximum endpoint performance during large tests, it is necessary to
disable any software or hardware device drivers that may be filtering or monitor-
ing network traffic. Some examples of programs you should close are protocol
analyzers, such as Microsoft’s NetMon or Sniffer Pro, or Ixia IxProfile.

Related Topics
Firewall Testing on page 10-13
Firewall Options Tab on page 6-32

Testing with user-defined ports, which you might do if your network has an
active firewall, involves some advance configuration when your tests are larger
than 1250 pairs. Specifically, the operating systems may not allow the endpoints
to process thousands of connections running to the same port at the same time.
Some pairs may indicate that no endpoint program is installed on their partner
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computer (CHR0204), or that the connection attempt timed out (CHR0200).
Others may report that they cannot complete their scripts because the assigned
port is already in use (message CHR0206).

To resolve these problems, take some or all of the following steps:

1. Edit the application script you are using. If you are running many endpoint
computers to one server using the same port number, set the initial delay
variable to use a Uniform random distribution. Set the Lower Limit to 0 sec-
onds and the Upper Limit to 5 seconds or so. This gives the Endpoint 2 com-
puters a chance to process incoming connections before too many other
requests arrive and are rejected by the operating system. A randomized delay
avoids flooding the server queue.

2. Set the “Connect timeout during test” Run Option to a value greater than 0
minutes. This will cause the endpoint to retry test connections if a failure is
detected.

3. Ifyou are an experienced user, you can change a Registry setting for your
Windows operating system. For Windows 2000/2003, the parameter in ques-
tion is located in the Registry under

HKEY LOCAL MACHINE\SYSTEM\CurrentControlSet\Services:
\Tcpip\Parameters\

Create a new DWORD value, TcpMaxConnectRetransmissions. The valid
range is 0-255 (decimal). The Default is 2.

This parameter determines the number of times that TCP retransmits a con-
nect request (SYN) before aborting the attempt. The retransmission timeout is
doubled with each successive retransmission in a given connect attempt. The
initial timeout is controlled by the TcpInitialRtt Registry value.

4. Running any Windows Server operating system (such as Windows 2000
Advanced Server) as Endpoint 2 will usually avoid problems at the endpoints
when running large tests with the same port number. All of the Windows
Server operating systems allow more incoming connections to be processed
at one time.

5. Some operating systems limit the number of TCP/IP ports that applications
can use. For example, Windows 2000/2003 use the port range 1025-5000.
You can change this with the following Registry setting:

HKEY LOCAL MACHINE\SYSTEM\CurrentControlSet\Services:
\Tcpip\Parameters\
Parameter: TcpMaxUserPort

Try this if you receive message CHR0206 during a test run. It increases the
number of ports made available for the endpoints.

The Firewall Options tab in the Change User Settings dialog lets you decide
which port the Console uses to contact the Endpoint 1 computers and whether to
use a fixed port for communications between Endpoint 1 and Endpoint 2. For
best results when running large tests through a firewall, set the option to “Use
Endpoint 1 fixed port.” That way, no extra data correlator is added to the header
in test flows, meaning there’s less overhead. This option doesn’t work for fire-
walls configured to provide network address translation (NAT). See Firewall
Options Tab on page 6-32 for more information.
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As a general rule, instead of using just a few multiprocessor computers to repre-
sent thousands of endpoints, consider using more endpoint computers with fewer
pairs per computer to run very large tests. Under heavy stress, TCP/IP may abort
the connections if data is retransmitted for a given time without an ACK. If this
happens, the operating system may leave large numbers of threads in

TCP Receive state after a test completes instead of freeing them for future con-
nections. This situation may cause the test to hang and make it impossible to stop
it. Or you might see the message CHR0245.

Try changing a Registry setting to instruct the stack to try to retransmit the data
for a longer time period. In Windows 2000/2003, add a Registry DWORD value,

TcpMaxDataRetransmissions:

HKEY LOCAL MACHINE\SYSTEM\CurrentControlSet\Services:
\Tcpip\Parameters\

The valid range is 0-4294967295 (decimal). The Default is 5. We have typically
used a value of 30 for large tests, but you may need to do some experimenting.

If you are planning to run tests with a large number of pairs using the same port
number, you may encounter some problems. The endpoint operating systems
have a limited queue for incoming connections to the same port. When an end-
point computer cannot process the connections fast enough, the message
CHRO0204 is returned. To alleviate this problem, you have several options:

If a Windows 2000/2003 endpoint computer is configured for synattack protec-
tion, problems could arise when running tests with large numbers of connections
using the same port on the same computer. Synattack protection limits the num-
ber of simultaneous connections that can be established by delaying the alloca-
tion of route cache entry resources. Check your Windows 2000/2003 Registry
settings for the following to see if synattack protection is active on your com-
puter:

HKEY LOCAL MACHINE\SYSTEM\CurrentControlSet\Services:
\Tcpip\Parameters\

Parameter: SynAttackProtect

If the value is set to anything above 0, synattack protection is active.

Configuring Virtual Addresses
on Endpoint Computers

“Virtual” addresses, which serve as multiple unique IP addresses on a single
computer, let you run more pairs on fewer computers. Creating virtual addresses
for use in testing is straightforward in the Windows operating systems. You can
follow similar steps to configure virtual addresses for a UNIX operating system,
but the steps vary for each type of UNIX. Ixia provides a utility, SetAddr.exe,
to help you build virtual addresses in Windows 2000 and Windows Server 2003;
it is available free on our Web site at http://www.ixiacom.com/support/chariot/
utils/ and now ships with the Windows endpoints. See the Performance End-
points guide for more information.
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Configuring Virtual
Addresses on
Windows

Configuring Virtual
Addresses on Linux

Below are instructions for manually creating virtual test addresses in
Windows 2000 / Windows Server 2003, Red Hat Linux, and Sun Solaris.

Follow these steps to create virtual test addresses in Windows 2000 and Win-
dows Server 2003:

1. Right-click Network Neighborhood and choose Properties.

2. Select the connection for the device you are configuring. Right-click and
choose Properties.

Select TCP/IP from the list and click Properties.

In the Internet Protocol (TCP/IP) Properties dialog, click Advanced.
In the Advanced TCP/IP Settings dialog, click Add.

Enter the first virtual address, then click Add.

Repeat 6 as many times as necessary.

Click OK to exit the dialog and save your changes.

e ® 0 AW

Reboot the computer.

The virtual addresses you use will depend on the addressing scheme on your net-
work; consult a network administrator. Windows supports hundreds of virtual
addresses per NIC. But be careful. The TCP/IP stack has to work harder when-
ever packets arrive: checking to see if a packet is destined for the computer
requires more work if the list of addresses is long. In our own testing, we’ve cre-
ated as many as 2500 addresses on Windows 2000/2003 computers with 512 MB
of RAM. The amount of RAM is very important.

Red Hat Linux ships with some scripts that help you create virtual addresses.
These scripts are located in /etc/sysconfig/network-scripts.

The i fup-aliases script contains instructions on how to create multiple
address aliases for the computer.

You’ll need to create a series of files called i fcfg-ethO-range[n], where n
designates the number you’ve assigned to each ranges. You need a separate file
for each Class C block of addresses. Here’s a sample file:

IPADDR START=10.41.20.1
IPADDR END=10.41.20.254

This file adds a range of addresses from 10.41.20.1 to 10.41.20.254 as aliases. If
you are creating more than 1 range of addresses you will need to add the
CLONENUM START=x statement to the i fcfg-ethO-range files. The
CLONENUM START command indicates the interface clone number to use for this
range. The interface numbers start with 0 and increment until the last address in
the range. So, for example, if you have a range of 10.41.20.1 to
10.41.20.254 the interface number would start at 0 and end at 253. If you have
another range of 10.41.21.1t010.41.21.254 you would need to set the
CLONENUM START to 254, which is the next available interface after the first
range. After creating the alias files, run the i fdown eth0 and ifup ethO
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scripts (where 0 designates the interface number) to apply the aliases to the run-
ning configuration. In our testing, we’ve created as many as 1,000 addresses on
Red Hat Linux version 6.2.

Solaris 2.x allows you to assign more than one IP address per interface, using
ifconfig. Before v2.5, this feature is undocumented. Here’s the syntax:

ifconfig IF:N plumb
ifconfig IF:N ip-address up
where “IF” is an interface (e.g., 1e0) and N is a number between 1 and <MAX>.
Removing the pseudo interface and associated address is done with
ifconfig IF:N 0.0.0.0 down
In newer release you must use the following command, but beware that this
unplumbs your real interface on older releases, so try the above command first:
ifconfig IF:N unplumb

As with physical interfaces, all you need to do is make the appropriate /etc/
hostname.IF:X file.

The maximum number of virtual interfaces, <MAX> above, is 255 in Solaris
releases prior to 2.6. Solaris 2.6 and Solaris 2.5.10 with the Solaris Internet
Server Supplement (SISS) allow you to set this value with ndd, up to a hard max-
imum of 8192. Here’s how to do it:

/usr/sbin/ndd -set /dev/ip ip addrs_per if 4000

There is no limit inspired by the code; so if you bring out adb you can increase
the maximum even further.
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This chapter provides a description of the options and procedures for incorporat-
ing Quality of Service into your IxChariot tests.

Topics in this chapter:

* QoS for Management and Application Traffic on page 9-1

* QoS Overview on page 9-2

o Selecting a QoS Template for Test Application Traffic on page 9-12

o IxChariot QoS Template Descriptions on page 9-13

* QoS Template Support on Endpoints on page 9-16

*  Creating and Modifying Custom QoS Templates on page 9-18

*  Configuring Endpoints for Testing with a Service Quality on page 9-24
e Configuring Routers for Testing with a Service Quality on page 9-25

QoS for Management and
Application Traffic

This chapter describes procedures for creating and managing QoS templates, and
for selecting and applying QoS templates to the application traffic in a test.
Beginning with IxChariot 6.50 Service Pack 2, you can also apply QoS templates
to the management traffic generated by an IxChariot test.

Refer to Management Quality of Service on page 7-8 for more information about
the application of QoS templates for management traffic.
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Layer 2 Quality of
Service

QoS Overview

In IP networks, Quality of Service (QoS) is a set of standards and mechanisms
that identify and handle application traffic according to defined service levels.
Implementing QoS helps to ensure that bandwidth allocation is based on the spe-
cific requirements of the type of traffic traversing the network. Without QoS, all
traffic is treated equally. With QoS, network devices can give priority to mission-
critical traffic and media-rich traffic, and thereby minimize network delays and
data loss.

IxChariot tests support the following QoS models:
e Layer 2 QoS:
* Microsoft Generic QoS (Microsoft GQoS)
e Layer 2 Priority QoS (Class of Service)
e Layer 3 QoS:
 IPTOS
o DiffServ
* Microsoft Vista qWave (Microsoft gWave)
* Microsoft Generic QoS (Microsoft GQoS)
*  Microsoft Windows CE 6.0 WMM (QoS on Microsoft Windows CE and
Microsoft Windows Mobile)

Each of the QoS models is described below.

IxChariot provides support for Layer 2 Quality of Service on Windows and
Linux:

e on Windows via Generic QoS - Microsoft GQoS

e on Linux via L2 Priority QoS (Class of Service) - Layer 2 Priority QoS
(Class of Service)

Microsoft GQoS

Generic QoS (GQos) is a Microsoft API that software developers can use to cre-
ate QoS-aware applications. [xChariot can use the GQoS support provided by
WinSock 2 on Windows XP and newer. You access this support when you select
one of the GQoS template names from the Service Quality field when adding
RTP, TCP or UDP pairs. Each QoS template name tells the network what kind of
service the connection requires. Predefined QoS templates are part of the “Win-
dows QoS Service Provider” software.
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Setting GQoS Template Values

Use the procedures below to set the Generic QoS template values via Microsoft
Windows Group policy for both Layer 2 (Layer 2 Priority QoS/Class of Service)
and Layer 3 (DSCP).

Setting GQoS Template Values for Layer 2 Priority/Class of Service

The values of the predefined Generic QoS templates/service types in IxChariot
can be set as follows:

1.
2.

Enter gpedit.msc in the command prompt;

In the Group Policy window that opens, click Computer Configura-
tion>Administrative Templates;

Click Network>QoS Packet Scheduler;

Click Layer-2 priority value;

Set the properties of one of the available predefined templates/service types:
a: Non-Conforming packets template:

iz Double-click Non-conforming packets; the Non-conforming packets
Properties window opens;

ii: In the Setting tab, select the Enabled radio button;

iii: Leave the default value (1) in the Priority value field or change it to
match your testing needs;

iv: Click OK.
b: Best effort service type template:

iz  Double-click Best effort service type; the Best effort service type
Properties window opens;

ii: In the Setting tab, select the Enabled radio button;

iii: Leave the default value (0) in the Priority value field or change it to
match your testing needs;

iv: Click OK.
c: Controlled load service type template:

iz Double-click Controlled load service type; the Controlled load ser-
vice type Properties window opens;

ii: In the Setting tab, select the Enabled radio button;

iii: Leave the default value (4) in the Priority value field or change it to
match your testing needs;

iv: Click OK.
d: Guaranteed service type template:

iz Double-click Guaranteed service type; the Guaranteed service type
Properties window opens;
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ii: In the Setting tab, select the Enabled radio button;

iii: Leave the default value (5) in the Priority value field or change it to
match your testing needs;

iv: Click OK.
e: Network control service type template:

iz Double-click Network control service type; the Network control ser-
vice type Properties window opens;

ii: In the Setting tab, select the Enabled radio button;

iii: Leave the default value (7) in the Priority value field or change it to
match your testing needs;

iv: Click OK.
f: Qualitative service type:

i:  Double-click Qualitative service type; the Qualitative service type
Properties window opens;

ii: In the Setting tab, select the Enabled radio button;

iii: Leave the default value (0) in the Priority value field or change it to
match your testing needs;

iv: Click OK.

Setting GQoS Template Values for Layer 3 (DSCP)

The values of the predefined Generic QoS templates/service types in IxChariot
can be set as follows:

DSCP Conforming Packets

1.
2.

Enter gpedit.msc in the command prompt;

In the Group Policy window that opens, click Computer Configura-
tion>Administrative Templates;

Click Network>QoS Packet Scheduler;

Click DSCP-value of conforming packets;

Set the properties of one of the available predefined templates/service types:
a: Best effort service type template:

iz  Double-click Best effort service type; the Best effort service type
Properties window opens;

ii: In the Setting tab, select the Enabled radio button;

iii: Leave the default value (0) in the DSCP value field or change it to
match your testing needs;

ir  Click OK.

b: Controlled load service type template:
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iz  Double-click Controlled load service type; the Controlled load ser-
vice type Properties window opens;

ii: In the Setting tab, select the Enabled radio button;

iii: Leave the default value (24) in the DSCP value field or change it to
match your testing needs;

iv: Click OK.
c: Guaranteed service type template:

iz Double-click Guaranteed service type; the Guaranteed service type
Properties window opens;

ii: In the Setting tab, select the Enabled radio button;

iii: Leave the default value (40) in the DSCP value field or change it to
match your testing needs;

iv: Click OK.
d: Network control service type template:

iz Double-click Network control service type; the Network control ser-
vice type Properties window opens;

ii: In the Setting tab, select the Enabled radio button;

iii: Leave the default value (48) in the DSCP value field or change it to
match your testing needs;

iv: Click OK.
e: Qualitative service type:

iz Double-click Qualitative service type; the Qualitative service type
Properties window opens;

ii: In the Setting tab, select the Enabled radio button;

iii: Leave the default value (0) in the DSCP value field or change it to
match your testing needs;

iv: Click OK.

DSCP Non-Conforming Packets

[a—,

. Enter gpedit.msc in the command prompt;

2. In the Group Policy window that opens, click Computer Configura-
tion>Administrative Templates;

3. Click Network>QoS Packet Scheduler;

4. Click DSCP-value of non-conforming packets;

5. Set the properties of one of the available predefined templates/service types:
a: Best effort service type template:

iz Double-click Best effort service type; the Best effort service type
Properties window opens;

ii: In the Setting tab, select the Enabled radio button;
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iii: Leave the default value (0) in the DSCP value field or change it to
match your testing needs;

i:  Click OK.
b: Controlled load service type template:

iz  Double-click Controlled load service type; the Controlled load ser-
vice type Properties window opens;

ii: In the Setting tab, select the Enabled radio button;

iii: Leave the default value (0) in the Priority value field or change it to
match your testing needs;

iv: Click OK.
c: Guaranteed service type template:

iz  Double-click Guaranteed service type; the Guaranteed service type
Properties window opens;

ii: In the Setting tab, select the Enabled radio button;

iii: Leave the default value (0) in the Priority value field or change it to
match your testing needs;

iv: Click OK.
d: Network control service type template:

iz Double-click Network control service type; the Network control ser-
vice type Properties window opens;

ii: In the Setting tab, select the Enabled radio button;

iii: Leave the default value (0) in the Priority value field or change it to
match your testing needs;

iv: Click OK.
e: Qualitative service type:

i:  Double-click Qualitative service type; the Qualitative service type
Properties window opens;

ii: In the Setting tab, select the Enabled radio button;

iii: Leave the default value (0) in the Priority value field or change it to
match your testing needs;

iv: Click OK.
Please see below an example of the output generated after setting the values for a

GQoS template both for Layer 2 and for Layer 3 (it is a Wireshark capture). A
Priority value of 4 was set for L2 and DSCP value of 18 was set for L3.
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Layer 3 Quality of
Service

Layer 2 Priority QoS (Class of Service)

Layer 2 Priority QoS can also be defined as best-effort QoS (Quality of Service)
or CoS (Class of Service) at Layer 2 and is implemented in network adapters and
switches without involving any reservation setup.

IEEE 802.1p establishes eight levels of priority. The highest priority is seven,
which might go to network-critical traffic such as Routing Information Protocol
(RIP) and Open Shortest Path First (OSPF) table updates. Values five and six
might be for delay-sensitive applications such as interactive video and voice.
Data classes four through one range from controlled-load applications such as
streaming multimedia and business-critical traffic - carrying SAP data, for
instance - down to "loss eligible" traffic. The zero value is used as a best-effort
default, invoked automatically when no other value has been set.

IxChariot supports Layer 2 Priority QoS (Class of Service) on:
e Linux 32-bit

e Linux 64-bit

e Linux on ARM

e Linux on Lexra

e Linux on OpenWRT

IxChariot provides support for Layer 3 Quality of Service as follows:

e on all operating systems on [Pv4 and on Linux and Sun Solaris on IPv6 via
IPTOS/DiffServ

e on Windows via Generic QoS

e Microsoft Windows CE 6.0 WMM
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IP TOS

The type-of-service (TOS) byte in an IP header specifies traffic precedence and
type of service (as defined in RFC 791 and RFC 1349). Figure 9-1 shows the
TOS byte in the IP header.

Figure 9-1. TOS Byte In the IP Header

0 4 8 16 31
\/ersion| IHL |Type of Service | Length
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The precedence field comprises the first three bits and supports eight levels of
priority. The lowest priority is 0, the highest is 7 (values 6 and 7 are reserved for
network control packets). Table 9-1 describes the settings.

Table 9-1.  Precedence Field Settings

Bit

Precedence Setting Description

Network Control 111 Intended for intranetwork use only. Lowest
drop preference.

Internetwork Control 110 Intended for use by gateway control
originators.

CRITIC/ECP 101 A priority setting for voice data.

Flash Override 100 Network-specific setting; generally means
“maximize throughput.”

Flash oM Network-specific setting.

Immediate 010 Network-specific setting; generally means
“maximize reliability.”

Priority 001 Network-specific setting; generally means
“low maximum delay,” for real-time traffic.

Routine 000 Roughly corresponds to Best Effort Service.

Highest drop preference.

The four bits following the precedence field specify the type of service. Only one
of these bits can be enabled at one time. Each bit defines the desired type of ser-
vice:

* D —The delay bit instructs network devices to choose high speed to minimize
delay.

e T — The throughput bit specifies high capacity links to ensure high through-
put.

* R - The reliability bit specifies that reliable links should be used to minimize
data loss.
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e C—The cost bit specifies that data transmission should be accomplished at
minimal cost.

The last bit in the TOS byte is reserved and is always set to 0.

NOTE: On Microsoft Windows Server 2008 (32- and 64-bit) and on Microsoft
Windows Vista (32- and 64-bit), IP TOS can be set only via gWave templates.

DiffServ

Differentiated Services (DiffServ) is a QoS model defined by the IETF for IP
networks (refer to RFC 2474). This model is designed to be scalable and to pro-
vide consistent service classes independent of application. DiffServ redefines the
TOS byte of the IP header (see Figure 9-1) as the DS field. Figure 9-2 shows the
DS field in the IP header.

Figure 9-2. DS Field in the IP Header
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The first six bits of the DS field are used as a differentiated service code point
(DSCP), and the last two bits are currently unused (CU).

In the DiffServ QoS model, traffic is classified by marking the DS field with a
DSCP value. Queuing mechanisms provide differentiated forwarding of the traf-
fic at each hop, based on the DSCP value.

NOTE: On Microsoft Windows Vista (32- and 64-bit) and Microsoft Windows
Server 2008 (32- and 64-bit), DiffServ can be set only via qWave templates.

Per-Hop Behavior (PHB)

The DSCP selects the Per-Hop Behavior (PHB) that a packet experiences at each
node. RFC 2474 defines PHB as the externally observable forwarding behavior
applied at a DiffServ-compliant node to a DiffServ Behavior Aggregate.

There are currently four standard PHBs:

e Default (“Best Effort”) PHB (as defined in RFC 2474)

e Class-Selector PHB (as defined in RFC 2474)

e Assured Forwarding (AF) PHB (as defined in RFC 2597)

e Expedited Forwarding (EF) PHB (as defined in RFC 2598).
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Default PHB

RFC 2474 recommends codepoint 000000 as the Default PHB.

Class-Selector PHBs

RFC 2474 defines 21 codepoints, including the Class-Selector PHBs listed in
Table 9-2.

Table 9-2. DSCP Codepoints - Class Selector PHBs

Class Selector Name DS Field Bit Value

CSo 000 000
CS1 001 000
CSs2 010 000
CS3 011 000
CS4 100 000
CS5 101 000
CS6 110 000
Cs7 111 000

Assured Forwarding (AF) PHB

The Assured Forwarding (AF) PHB group provides delivery of IP packets in N
independently forwarded AF classes. Within each AF class, an IP packet can be
assigned one of M different levels of drop precedence. Currently, four classes
with three levels of drop precedence in each class are defined for general use.
(Additional AF classes or levels of drop precedence may be defined for local
use.)

RFC 2597 recommends the codepoints described in Table 9-3 for the four gen-
eral use AF classes.

Table 9-3.  Recommended Codepoints for AF Classes
AF Class1 | AF Class 2 | AF Class 3 | AF Class 4
Low Drop Prec 001010 010010 011010 100010
Medium Drop Prec 001100 010100 011100 100100
High Drop Prec 001110 010110 011110 100110

This table shows each of the AFMN bit values, where M is the AF class and N is
the drop precedence. In list form, these are:

AF11=001010
AF12=001100
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AF13=001110
AF21=010010
AF22 =010100
AF23=010110
AF31=011010
AF32=011100
AF33=011110
AF41=100010
AF42 =100100
AF43=100110

Expedited Forwarding (EF) PHB

RFC 2598 defines the EF PHB as a as a PHB that can be used to build a low loss,
low latency, low jitter, assured bandwidth, end-to-end service through DS
domains.

RFC 2598 recommends codepoint 101110 as the default EF PHB.

Microsoft qWave

Microsoft Windows Vista and newer Windows versions address QoS require-
ments for traffic that travels within the home, traffic that travels within an enter-
prise environment, and traffic that travels between a home and an enterprise over
broadband connections.

For home network scenarios, Windows Vista provides a QoS framework referred
to as Quality Windows Audio Video Experience (qWave). qWave addresses
home audio-video (A/V) streaming scenarios that involve real-time, high-priority
traffic that shares a single network with best-effort, low-priority traffic. It sup-
ports both Ethernet and wireless (Wi-Fi) home networks.

qWave marks A/V streaming packets with appropriate Layer 2 tags (802.1p or
802.1¢) and Layer 3 tags (DSCP).

Refer to the Microsoft QWave web page (http://www.microsoft.com/whdc/
device/stream/qWave.mspx) for detailed information.

IxChariot supports QoS on:
¢ Windows CE 5.2 and Windows CE 6.0
e Windows Mobile 5.0AKU3 and Windows Mobile 6.
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Selecting a QoS Template for
Test Application Traffic

This topic describes the procedure for selecting and applying a QoS template for
the layer 7 traffic generated by a test. You apply QoS templates to individual
pairs in a test. QoS is available for all pair types except for hardware performance
pairs and VoIP hardware performance pairs.

To select a QoS template for a pair:
1. Add the pair to the test (or edit an existing pair).

2. Select the desired QoS template for Endpoint 1 and Endpoint 2 from the cor-
responding Endpoint 1 Service Quality and Endpoint 2 Service Quality-
drop-down list, as shown in Figure 9-3.

Refer to IxChariot QoS Template Descriptions on page 9-13 for descriptions
of the IxChariot QoS templates.

Figure 9-3. Selecting a QoS Template

Add an Endpoint Pair

Pair comment; |

Endpoint 1 to Endpoint 2 Traffic

Endpoint 1 address I LJ
Endpairit 2 addressl LJ
Metwork, protocol

[TCP =l

Endpaint 1 Service quality [~ Sepatate Endpoint 2 Service quality

| J= || [

Select Scrpt
Management »»

oK | Qancel| Help I

During test execution, IxChariot generates IP packets with the QoS coding that
you selected.
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IxChariot QoS
Templates - IP TOS
and DiffServ

IxChariot QoS
Templates - GQoS

IxChariot QoS Template
Descriptions

IxChariot provides a set of QoS templates that you can use for your tests. You
can use them unchanged, modify them, and make copies of them. Each QoS tem-
plate is either predefined on the endpoints or is created at the Console and distrib-
uted to the endpoints when a test is started.

The following sections describe these templates:

e IxChariot QoS Templates - IP TOS and DiffServ on page 9-13

e IxChariot QoS Templates - GQoS on page 9-13

e IxChariot QoS Templates - gWave on page 9-14

*  IxChariot QoS Templates - WMM on page 9-15

Table 9-4 describes the IP TOS and DiffServ QoS templates that are delivered
with IxChariot.

Table 9-4.  IxChariot QoS Templates - IP TOS and DiffServ

Definition Template Name QoS Type Default Bit Pattern

User defined  TrafficTypeBackground DiffServ 00 10 00 00

Predefined TrafficTypeBestEffort DiffServ 00 00 00 00
User defined  TrafficTypeVideo DiffServ 10 10 00 00
User defined  TrafficTypeVoice DiffServ 1110 00 00
User defined  VolPQoS IP TOS 101110 00

Table 9-5 lists the Generic QoS templates that are delivered with IxChariot.
These GQoS templates are provided with Win32 operating systems and appear in
the Service Quality list when you add an endpoint pair to a test:

Table 9-5.  IxChariot QoS Templates - GQoS

GQoS Template
Name Description Bit Pattern

G711 Pulse code modulation (PCM), a common 10 10 00 00
method of voice encoding.
Note: Do not use the G711 Generic QoS
template for VoIP testing. Instead, use the
VoIPQos template that appears in the
Service quality list in the Add a VolP
Endpoint Pair dialog box.

G723.1 Dual-rate 6.3/5.3-kbps voice encoding 10 10 00 00
scheme.
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Table 9-5.  IxChariot QoS Templates - GQoS (Continued)

GQoS Template

Name Description Bit Pattern

G729 Voice encoding scheme that produces high 1010 00 00
quality at a low data rate.

H261CIF Common video codec used with image sizes 0110 00 00
of 352 x 288 pixels.

H261QCIF Common video codec used with 011000 00
communications channels that are multiples
of 64 kbps and image sizes of 352 x 288
pixels.

H263CIF Common video codec used with image sizes 0110 00 00
of 176 x 144 pixels.

H263QCIF Common video codec used with 0110 00 00

communication channels that are multiples of
64 kbps and image sizes of 176 x 144 pixels.

All of the GQoS templates are predefined on the Performance Endpoints.

IxChariot QoS Table 9-6 lists the qWave QoS templates that are delivered with IxChariot.

Templates - gWave
Table 9-6.  IxChariot QoS Templates - gWave

qWave Traffic Class
Type Description Bit Pattern Selector
BestEffort This service type requests the 00 00 00 00 default
same network priority as regular
traffic.
Background This service type requests a 0010 00 00 CS1
network priority lower than
traffic of type

QOSTrafficTypeBestEffort. For
example, this service could be

used for applications performing
data backups.

ExcellentEffort  This service type requests a 1010 00 00 CS5
network priority higher than
QOSTrafficTypeBestEffort. This
service type should be used for
data traffic that is more
important than standard end-
user traffic.

AudioVideo This service type should be 1010 00 00 CS5
used for audio-video streaming
traffic, such as MPEG2
streaming.
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Table 9-6.  IxChariot QoS Templates - gWave (Continued)

qWave Traffic Class
Type Description Bit Pattern Selector
Voice This service type should be 1110 00 00 CSs7

used for realtime voice streams,
such as VolP.

Control This service type should only be 1110 00 00 CSs7
used for the most critical data.
For example, you might use it
for data carrying user inputs for
audio-video application
controls, such as play, pause,
and so forth. (The audio-video
traffic, however, should use
QOSTrafficTypeAudioVideo.)

Refer to Table 9-2 for a list of the standard DiffServ class selectors.

IxChariot QoS Table 9-6 lists the Windows CE 6.0 WMM QoS templates that are delivered with
Templates - WMM IxChariot.

Table 9-7.  IxChariot QoS Templates - Windows CE 6.0 WMM

Class
DSCP Traffic Type Description Bit Pattern  Selector
DSCPBestEffort This service type requests 00000000 default

the same network priority as
regular traffic.

DSCPBackground This service type requestsa 00100000 CS1
network priority lower than
traffic of type
DSCPBestEffort. For
example, this service could
be used for applications
performing data backups.

DSCPExcellentEffort  This service type requestsa 10100000 CS5
network priority higher than
DSCPBestEffort. This
service type should be used
for data traffic that is more
important than standard
end-user traffic.

DSCPVideo This service type shouldbe 10100000 CS5
used for video streaming
traffic.
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QoS Template File

Table 9-7.  IxChariot QoS Templates - Windows CE 6.0 WMM

Class

DSCP Traffic Type Description Bit Pa